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Abstract—In this article the complexity and runtime perfor-
mance of two Multiuser Detectors for Direct Sequence-Code
Division Multiple Access were evaluated in two different hard-
ware platforms. The innovation and aim is to take advantage
of present parallel hardware to bring Multiuser technology
to present and future Base Stations in order to increase the
capacity of the overall system, to reduce the transmission
power by the mobile stations and to reduce base station
hardware requirements, in Universal Mobile Telecommunica-
tions System. The detectors are based on the Frequency Shift
Canceller concatenated with a Parallel Interference Canceller.
This detector implies the inversion of multiple identical size
small matrices and because of that it is very scalable contrary
to other solutions/detectors that only permit a sequential
implementation despite their lower complexity. Implementa-
tions for the Time Division-Code Division Multiple Access,
in two software platforms one in OpenMP and the other in
CUDA were done taking into account the carrier and doppler
frequency offsets (offset different for each user). The result
shows that this deployment aware real-time implementationof
the Multiuser Detectors is possible with a Graphics Processor
Unit being three times faster than required.

Index Terms—Heterogeneous Computing, Real Time Im-
plementation, High Performance Computing, Frequency Shift
Canceller, Parallel Interference Canceller, Multiuser Detection

I. I NTRODUCTION

Third Generation Universal Mobile Telecommunica-
tions System-Time Division Duplex (UMTS-TDD) specs
define three chip rates for transmission: 7.68MChips/s,
3.84MChips/s and 1.28MChips/s. The latter is the one
used in the People’s Republic of China since 2007 with
1.28Mchips/s and it is named Time Division-Synchronous
Code Division Multiple Access (TD-SCDMA).

The hardware of the base stations are actually upgraded
several times during a decade to meet the technology ad-
vances. Better Multiuser Detection (MUD) has the potential
to increase the spectral efficiency and wireless network
coverage in the uplink of base stations, as to increase the
energy efficiency in mobile stations. It can also decrease the
number of diversity antennas in the base station, thereby
decreasing costs in hardware and also increasing energy
efficiency. Depending on the age and provider of those
base stations the upgrade can be done through a board
connected to a backplane or connected through optic fiber
to a standalone card or computer.

MUD algorithms could be deployed in mobile station
receivers and base stations receivers from the UMTS-TDD
standard in all chip rates: 1.28 MChips/s, 3.84 MChips/s
and 7.68 MChips/s. In this work a possible implementation
in base stations, in uplink is studied. MUD application to
the uplink is transparent to the mobile stations with the
specifications having no restrictions about using it.

At uplink the signal received at the base station has
passed through different (transmission) channels. MUD is
used in the receiver and acts over the sampled spread signal
at baseband with the goal of cancelling the other user’s
signals (Multiuser Access Interference (MAI)) to recover
the user of interest.

The use of MUD includes some single user detector
functionality because it needs to deal with the channel
distortion of the portion of the received signal related to
the user of interest. The MUD detectors like the Minimum
Mean Square Error Detector (MMSE) and the Frequency
Shift Canceller (FSC) can be integrated in a RAKE [1]
(composed structures) and can be concatenated with a
Parallel Interference Canceller (PIC) or a Serial Interference
Canceller (SIC) to improve even more its performance. The
concatenation with a SIC is more appropriate for downlink
because of the power differences of the users’ signals
components of the signal received in each mobile station
and with a PIC for uplink because of similar receiving
signals power of the different users in the base station.
In [2]–[4] such composite structures with multiuser, single
user and spatial processing using configurations including
the FSC concatenated with a PIC were studied.

The order of complexity of the optimal multiuser detector
(OMUD) [5], or maximum likelihood detector, is exponen-
tial and hence not physically realizable. Different algorithms
to reduce the complexity and find solutions whose Bit
Error Rate (BER) comes close to the optimum have been
proposed.

The FSC belongs to the category of Frequency Shift
Filters (FRESH) [6] which has structures that use the
existing correlation between frequency bands of man-made
signals.

The MMSE detector [7]–[9] implies the inversion of a
large diagonal matrix typically with LsUxLsU size (Ls is
the number of symbols in a slot and U the number of
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users). This is in an ideal case, as typically the upsampling
and channel length must also be taken into account. It is
to be expected that much larger memory resources would
be needed for the implementation of such algorithm. Also
the MMSE Algorithm is not so scalable as the FSC given
the latter has decoupled user processing and multiple small
matrix inversions.

Despite Iterative Multiuser Detection being claimed as a
less complex solution [10], it is an iterative procedure and
so its implementation must be sequential (serial). Also, it
might not converge to the right solution.

Genetic Algorithms-based multiuser detectors have been
proposed by a number of authors ( [11], [12] and citations
within). These algorithms are not as scalable in terms of
parallel computation because the software code used to re-
cover concurrently DS-CDMA users diverges. To the best of
our knowledge, no implementations of such algorithms that
satisfy the strict timing requirements have been reported.

With the emergence of integrated parallel processor
architectures and the availability of parallel extensions
to programming languages [13], [14] (like OpenMP, and
CUDA both extensions of C) many algorithms that were
previously too complex can now be efficiently implemented
in software. This paper reports on the implementation of
DS-CDMA MUD in multicore processors and in parallel
heterogeneous architectures with GPUs. There has been
previous work reported on the use of GPUs for interference
cancellation in CDMA communications [15]. The execution
times reported are in the range of seconds to tens of seconds
for 20,000 bits, whereas a real-time implementation requires
a maximum execution time of 1.4ms for 1,408 bits.

As far as is the knowledge of the authors, this work is
innovative in the sense that it is the first realtime implemen-
tation of DS-CDMA MUD in parallel architectures with
Graphical Processor Units (GPUs), making possible their
incorporation in base stations.

In [16], [17] can be found single elementar tasks than
can be done by GPUs and in [18] with other Parallel
Architectures like the Intel Xeon Phi. In [19], [20] can be
found full algorithms implemented in GPUs.

In the past, simpler Multiuser Detectors (PICs and
Sequential Detectors) were implemented in Field-
Programmable Gate Arrays (FPGAs) [21]–[23] and GPUs
[15]. And signal processing algorithms applied to Radars
were explored in [24].

Previous work of the authors, concerning this subject was
presented in [25].

In Section II the basics of DS-CDMA systems, and
details of the MUD detectors implemented, are presented.
In SectionIII the implementation done of the Multiusers
Detectors, in OpenMP and CUDA are described. In Section
IV the complexity and performance analysis are analyzed.
And finally in SectionV, the main conclusions are stated.

II. D ETECTORS WITH THEFREQUENCYSHIFT

CANCELLER

A baseband Direct Sequence-Spread Spectrum (DS-SS)
signal, for one user and spreading sequences of spreading
factor ofQmax, is represented at the receiver (base station)
by

sli(t) =
∑

k

aikD+l g
l
i(t− kT ) (1)

where {aikD+l} is the information symbol sequence,l is the
index of the spreading sequence ,i is the user index,1/T is
the symbol rate andgli(t) is the signature waveform. gli(t)
is given by

gli(t) =

Qmax−1∑

q=0

c̃lip(t− qTc) ∗ hi(t) (2)

for the maximum spreading factor of the system
(SF=Qmax), where {̃cli} is the spreading sequence of index
l, p(t) the normalized elementary pulse1, Tc is the chip
period,hi(t) is a linear filter representing the impulsional
response of the transmission channel and the symbol *
represents the convolution operation.

Multiple signalssli(t), of multiple transmitting users and
corresponding spreading sequences, are received and are
superimposed in the time and frequency in the base station.

Table I
SIMULATION PARAMETERS

Number of Users 16
Number of Antennas 2
Number of Taps per antenna 2
Spreading Factor 16
Chip Rate 1.28 MChips/s
Modulation QPSK
Channel GBSBEM [26], [27]
Mobiles Speed 50 Km/h
PathLoss Exponent 3.8
Maximum Delay Spread 4.0µs
UpSampling Factor 8
Line of Sight Distance of Mobiles 600 m
Number of bits simulated 10 Million

A Data Symbol is a complex number and it can represent
several bits encoded in phase and amplitude. The mapping
of Bits in Symbols is named modulationi.e. Quadrature
Phase Shift Keying (QPSK), 8-Phase Shift Keying (8-PSK),
16-Quadrature Amplitude Modulation (16-QAM) with dif-
ferent mapping each one.

For proper operation of the Multiuser Detector a discrete
version of the signature sequence represented bygli(t) must
be generated/replicated in the receiver.

The mobile stations are commanded in such way that
the signals in the base station in one uplink slot are
superimposed and due to non-ideal conditions not totally
synchronized. The policy of a Multiuser Detector is to
cancel the interfering users signals, named Multiple Access
Interference (MAI) from the user of interest. Due to the
effect of the Transmission Channels even with synchronism
the user’s signals are not orthogonal. Such detectors also

1Impulse Response of the Raised Cosine
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Slot in Downlink Slot in Uplink Slot in Downlink Slot in Downlink

Data in HalfSlot Midamble Data in HalfSlot

Time

352 Chips | 22 Symbols for SF=16352 Chips | 22 Symbols for SF=16 144 Chips

Figure 1. Transmission in Slots. Definition of HalfSlots. Information for 1.28MChips/s
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Figure 2. Performance (BER) for QPSK, SF=16 and 2 receiver diversity
antennas.
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Figure 3. Performance (BER) for QPSK, SF=16 and 2 receiver diversity
antennas with different upsamples in the receiver. Curves with decreasing
performance (upwards) of Post-FSC and Post-FSC+PIC: non-degradation
(or ideal) case, upsample of 16, 8 and 4. The curves of the RAKEand
PIC are for non-degradation (or ideal) case.

have some single user functionality (i.e.RAKE) that reduces
the impairment introduced by the Transmission Channel of
the user of interest.

The signal to noise ratio can also be improved by having
several receiving antennas in the base station.

The format of a slot in a TD-SCDMA frame is depicted
in Figure1. In [2]–[4], [25] are defined two configurations
for the Multiuser detector one named Pre-FSC [25, Fig.

1] and the other Post-FSC [25, Fig. 2] either concatenated
with a Hard-PIC [25, Fig. 3]. These schematics are reflected
in Algorithm 1 and Algorithm 2 respectively. A good
description of the FSC canceler can be found in [2].

In the case of a standalone implementation, the Frequency
Shift Algorithm is well adapted to single user processing
(different from joint detection in MMSE where all users
must be detected at the same time) because the processing
is decoupled from the other users even if it needs to know
which users are active. The algorithm proposed in [2]–
[4] does not need large matrix inversions (18x18 for 1.28
Mchips (China) and 3.84Mchips/s (Europe)).

The proposed implementation is for 1.28MChips/s but it
is easily configurable for 3.84MChips/s. Despite the fact
that in this work, the case of 16 users of spreading factor
(SF) of 16 is treated, the detector supports the mix of other
lower spreading factors. For example, one user of spreading
factor 4 is treated as 4 users (16/SF=4) of spreading factor
16 [2]–[4], in both the FSC and the PIC. Also the detector
allows a mix of QPSK, 8PSK and 16-QAM modulations.

This detector is valid for Beamforming and for Spatial
Diversity if it is given the correspondent channel to do
the processing. The frequency offset impairment between
the carrier in the transmitter plus the doppler offset due to
movement and the reference carrier in the receiver can be
compensated at the end of the receiver chain because each
user spread spectrum signal remains cyclostationary with
that offset. It is considered that the doppler offset is equal
for the paths in each user transmission channel. Because
the midamble interval (Figure1) and the Carrier Frequency
Offset, the bits on each side of the slot must be recovered
separately. In the case of joining the two sides, each user
signal looses the cyclostationary.

Simulations of the BER versus the Energy of the Bit to
Noise Ratio (Eb/N0) were performed with the parameters
given by TableI, for the Pre-FSC and Post-FSC configu-
rations. These parameters were chosen in order to reflect
a medium size cell (600m line of sight, 4µs Maximum
Delay Spread) in a typical high damping scenario (3.8 Path
Loss Exponent). Figure2 depicts the results. All the taps
are aligned with the samples by default (non-degradation
(or ideal) of performance case) and the upsample is the
same in the whole simulation chain. While the Pre-FSC in
standalone performs slight better than the Post-FSC, when
concatenated with the PIC the performance is significantly
better and both configurations, Pre-FSC+PIC and Post-
FSC+PIC, have similar performances.

In real conditions the first tap, with greater amplitude,
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Algorithm 1 Multiuser Detector Code Description of Pre-FSC+PIC Configuration
Load data (Burst, Channel)
GenerateSignatures Waveformsin Discrete Fourier domain without Channel impairment
Generate Fast Fourier Transform (FFT) of Root Raised Cosine(RRC) and Raised Cosine
Start statistics, Start counting time
Filter with Root Raised Cosine the input Burst (one for each antenna), It is kept a discrete time domain and a discrete frequency
domain copy, BURSTANTn (discrete time domain)
Generate the Noise Power Density at the input of the FSCs (from the estimate of the noise power, number of symbols per user in a
half slot and the RRC filter)
Parallel begin nusers

GenerateSignatures Waveformswith Channel Impairment for the user correspondent to the thread and each antenna
Barrier
for nantennasdo

Frequency Shift Canceller
Matching Filter to user channel at the antenna
Accumulate

end for
Downsampling (correspondent operation in Discrete Fourier domain) by the upsampling factor
Matching Filter to the Spreading Code
Downsampling(correspondent operation in Discrete Fourier domain)by the Maximum Spreading Factor of the system
Inverse Fast Fourier Transform
Symbol Demodulation
Reconstruction of the user signal with Channel impairment from the bits for each antenna, USERiANTn
Barrier
Sum of the all users reconstructed signals for each antenna and with channel impairment, SUMANTn (operation divided by the
threads equally). Each thread sum, one subset of the samples, through the users at each antenna.
Barrier
for nantennasdo

Cancellation (BURSTANTn-SUMANTn+USERiANTn)
Matching Filter (discrete time domain operation) to the antenna user channel
Accumulate

end for
Downsampling by the upsampling factor
Correlation (equivalent to Matching Filter) to the Spreading Code
Downsampling by the Maximum Spreading Factor of the system
Symbol Demodulation

Parallel end
Stop statistics, Stop counting time

Algorithm 2 Multiuser Detector Code Description of Post-FSC+PIC Configuration. Only shown the diferences from
Algorithm 1

...

...
Parallel begin nusers

GenerateSignatures Waveformswith Channel Impairment (the channel includes Maximum Ratio Combining before FSC)
correspondent to the thread (nusers signatures each thread)
for nantennasdo

Matching Filter to user channel at the antenna
Accumulate

end for
Frequency Shift Canceller
...
...

Parallel end
...

of each user’s channel are not aligned2 between the users,
causing an increase in the BER. Figure3 shows how the
BER improves when upsampling factors of 4, 8 and 16 are
used for the Post-FSC and Post-FSC+PIC. Contrary to the
simulations in Figure2 the profile of each user transmission
channel suffers a delay with an uniform distribution between
zero (0) and 4 Chips (3.125µs) representing the imprecision
of the time advance3. In this simulation chain the sampling
factor of the Transmitter and the Channel was 128 (8x16)

2The others taps are already not aligned.
3The advance in time that each mobile station must provide in trans-

mission in order that all users signals are synchronized (byleading tap) in
the base station.

increasing the Channel time representation precision. Figure
3 shows that with an upsampling of 16 the BER curve is
very close to the “ideal” case, represented by the bottom
curve. It also shows that for Eb/No < 12 an upsampling of 8
virtually has no degradation in BER,i.e. in such conditions
there is no advantage in using higher upsampling factors.
The curves of the performance of the RAKE and the PIC
are for the case when the taps are aligned with the samples
by default (ideal). The curves for the Pre-FSC(+PIC) are
not represented because they are similar, but not equal, to
the Post-FSC(+PIC).
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III. I MPLEMENTATION

Both the Pre-FSC+PIC and Post-FSC+PIC were imple-
mented in serial code, in OpenMP and in CUDA (version
10.0) in a computer with a i9-9900K CPU (8 cores, with
AVX2) with a RTX2070 Graphic Processing Unit (GPU)
and a computer with i7-8750H Processor (6 cores, AVX2)
with a GTX1050Ti GPU. Both CPUs feature hyperthread-
ing. Eclipse with gcc was used in both platforms. The
CPUs and GPUs are connected through a PCIe3 bus in both
platforms.

Nvidia GPU architecture has evolved through sev-
eral generations, featuring increased GFlops ratings and
faster and more unified CPU-GPU memory models. The
RTX2070, based in the Turing architecture features 36
Streaming Multiprocessors (SMXs) each with 64 streaming
processor (SP) cores. The 4 MByte Outer Cache is common
to all the SMXs. The GTX1050Ti is based on the Pascal
architecture. It has 6 SMXs, each with 128 SP cores, and a
1MByte outer cache.

The serial code was used to measure the complexity in
Millions of Single Precision Floating Point Operations with
PAPI4 and to take the reference runtime in both machines.
The serial code runtimes were taken at maximum/Turbo
5GHz Clock of the i9-9900K and at maximum/Turbo
4.1GHz Clock of the i7-8750H.

The comparison between the single precision and the
double precision versions showed that single precision had
less than 1% relative error in the symbols (before quanti-
zation) recovered by the FSC and the PIC. Hence, single
precision was used for the computations.

The target time to recover both Half Slots (HSs) is
about 1.4ms considering one single carrier with half of the
slots used for the uplink. In order to take full advantage
of the parallel processing power of the GPUs, instead of
processing 1 HS at a time a set of 36 half slots were
acquired to be processed simultaneously. This maximizes
the use of the SMXs present in each architecture while
keeping the extra delay introduced within bounds that do not
affect the quality of the communications, corresponding toa
maximum latency of 25.7ms5 which added to the processing
time must be below 150ms, the maximum acceptable delay
in one way call path. The latency of acquiring the HSs for
the processing will be shorter in the case of a basestation
with multiple carriers or/and multiple scrambling codes
where the 36 HSs can be obtained faster. The serial code
was evaluated for 1 HS, the runtime for 36 HSs being 36x
higher.

OpenMP was used to parallelize the code in both plat-
forms. Algorithm 1 presents the description of the Mul-
tiuser Detector Code for the Pre-FSC+PIC configuration
and Algorithm2 shows the differences from Algorithm1
for the Post-FSC+PIC configuration. The implementation is
the same for the i9 and the i7. Because the processing for
recovering each user in the detector with FSC is (almost)
decoupled of the processing to recover the other users,

4http://icl.cs.utk.edu/papi/
514 slots allocated to uplink in 2 frames and 4 slots of a third frame for

a total of 25.7ms, totalizing 36 HSs.

16 threads, one for each user, were created. The PIC has
an identical structure to the Pre-FSC but the equivalent
operations between the two are made in the time domain
instead. As can be seen inside the parallel section of the
code of both algorithms there are barrier instructions to syn-
chronize the data between threads. The first barrier, present
only in Algorithm 1, guarantees that the Channel Impaired
Signature Waveforms of each user (thread) needed by all
threads are all generated when needed. The second barrier,
in both Algorithms, guarantees that the reconstruction of
each spread signal (in each thread) from the bits detected
by the detector with FSC is completed when needed. This
operation is part of the PIC detector. The third and last
barrier, also in the PIC code, guarantees the generation of
the sum of all reconstructed users when needed.

The algorithms were also implemented using CUDA. The
implementations made for the RTX2070 and GTX1050Ti
were the same with no differences in the grid and block
sizes because the number of SMXs in the RTX2070 is
a multiple of the number in the GTX1050Ti. The imple-
mentation was made with more than 20 kernels for each
implementation (two Pre-FSC+PIC implementations and
two Post-FSC+PIC implementations). Each kernel is called
once, and does the processing for the 16 users, 36 HSs at
once. There is only one copy from host (CPU) to device
(GPU) with the initial data and another from device to host
with the final bits (data of all 36 HSs). Between host to
device kernel calls the data remains all the time in the GPU
external memory. Synchronization between the kernels (like
the barriers in OpenMP) was not needed. Since there is
no CPU code between kernels, consecutive kernels in the
same CUDA stream are serialized. The block sizes for the
kernels were dimensioned in order to use the maximum
number of SMX registers with the active warps6. Generally,
a maximum block size of 128 (1024 possible) was used,
mostly for simple wide equal operations kernels like the
combining or accumulate. A reduction of more than 10%
in global execution time was achieved with this kind of
optimizations. With more complex kernels (like the FSC)
and high degree of parallelism the amount of L1 cache used
by each thread is very small and has little impact on the
performance. For the case of 1HS it was necessary to reduce
the block size and increase the number of blocks in order
to have a better distribution of the processing through all
the SMXs. It was not necessary to use atomic operations.
Also there is little code divergence7 accross the kernels.
There was no runtime advantage to use nested parallelism
either in CUDA or in OpenMP. In the case of the Post-
FSC+PIC implementations, given that the Downsamplings
and Matched Filter had the same grid and block sizes, they
were included in the FSC kernel with almost no increase
in the runtime relative to the FSC when processed alone,
due to the reduction of time in passing the data to the next
kernel.

In the Pre-FSC configuration the number of signatures
generated (in each HS), which are discrete frequency sig-

6A warp is set of 32 synchronous threads that are executed at same time
with the same code.

7Divergence means, in synchronous threads running the same code,
some need to follow a different code path and the others wait that path
converges with the owne.g. an if else
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nals, is equal to the number of users times the number of
antennas (see Algorithm1) and in the Post-FSC configu-
ration the number of signatures generated is equal to the
number of users squared (see Algorithm2). Hence, in the
latter the number of signature waveforms does not increase
with the number of antennas, but they are more demanding
to compute because their number is higher. The Post-
FSC was implemented in two configurations, one in which
the impaired signature waveforms are generated directly
in the discrete frequency domain8 (with transcendental
functions, sine and cosine) from previously ones generated
offline without the impairment (in the frequency domain
but through FFTs in the time domain) and the other in
which the signature waveforms are generated from scratch
in the time domain and then they are converted to the
discrete frequency domain by the FFTs. The former is less
complex but the latter permits to do the cancellation with the
users signals affected with carrier plus doppler frequency
offsets making it more suitable in practice. Affecting the
signature waveforms with the carrier plus doppler frequency
offsets must be done in the discrete time domain because
in the discrete frequency domain the offset is a fraction
of a sample. In the time domain the phase of (signature
waveforms) samples must be affected by a linear increasing
or decreasing angle.

In both implementations (OpenMP and CUDA) the code
for the inversion of the matrices was taken from CLA-
PACK9. The code was inlined and cleaned of redundancy to
make a single block of code embedded in the FSC function
or kernel. The functions used from CLAPACK werecpptrf
and cpptri. The first does the Cholesky decomposition
in single precision and the latter finds the invert of the
matrix having the result of the decomposition. Only the
lower part of the matrices are stored. Other approaches of
CUDA implementations of matrix inversions with Cholesky
decomposition can be seen in [28], [29]. This solution has
better performance than the native CUDA matrix inversion
functions because when using them it is necessary to split
the FSC in several kernels originating more accesses to the
video main memory to pass the data between the kernels
thereby increasing the latency.

In the CPUs there is some runtime warm-up between
consecutive runs. For the serial code (with 1HS) the data
and code fits in the L3 cache. In the case of the GPUs there
is practically no warm-up as the data is everytime moved
from CPU to GPU. There is warm-up related to transfer of
the compiled kernels code in the first run and not in the
subsequent runs.

IV. COMPLEXITY RESULTS AND PERFORMANCE

DISCUSSION

TablesII andIII show the complexity in Millions Floating
Point Instructions, runtime (Wall time) for serial code for
the i9 and i7 and runtime for CUDA for the RTX2070 and
GTX1050Ti. The execution time of the serial implementa-
tions largely exceeds the 0.7ms (half of 1.4ms) target for 1
HS for all the different algorithms and configurations, with

8The FSC needs the signature waveforms in the frequency domain
9http://www.netlib.org/clapack/

the execution times for the Post-FSC+PIC more or almost
than double the times for the Pre-FSC+PIC.

Figure 4 shows the results of the profiling of the si-
multaneous CPU cores usage (CPU time which is different
from Wall time) in the i7, with OpenMP, given by Intel’s
VTune profiler. The profile shows that the average CPU
usage is about 7.5, which is a value typical for applications
with an average amount of parallelism. This compares with
a theoretical maximum of 12 that corresponds to the 6
cores running 2 simultaneous threads each. Figure4 shows
that during a significant part of the overall processing time
less than 4 threads are executing. This is due to the fact
that 16 threads are launched with the processor supporting
a maximum of 12 threads running concurrently. However
execution times feature a large variance, incompatible with
the real-time requirements of the application.

When the GPUs are used the speedup achieved over
the correspondent serial implementation figures also in
Tables II and III both for 36 HSs and for a single one.
When processing 1 HS at a time, the RTX 2070 and the
GTX1050Ti do not achieve real time for the detectors
that are implementation aware (Time Domain Sig. Wave.
generation). Comparing the speedups achieved by the GPUs
for 1HS they are of the same order of magnitude in both
GPUs. Despite the RTX2070 be a much powerful GPU, the
resources required to process 1HS is a small set of those
resources and because of that the GTX1050Ti rivalizes with
it in processing power. The full potential of the RTX2070
is revealed with the processing of simultaneous 36 HS. The
joint processing of 36 HS roughly doubles the speedup in
relation to the 1HS case for the GTX1050Ti, while the
speedup increase for the RTX 2070 is much higher, reaching
104.2 times in relation to single thread CPU case for the
Post-FSC+PIC with Time Domain Signatures Generation
and 2 antennas.

In CUDA, the runtime includes the data transfer time
between the CPU and GPU and back needed in a real-
time implementation as well as the small CPU runtime. The
arrays from the FSC kernel are stored in the GPU main
memory. The amount of available cache memory (princi-
pally L2) correspondent to this main memory is important
because the FSC kernel has many no coalescent accesses.
The shortest execution times were achieved with a single
thread program invoking the kernels. In all implementations,
each time the FSC is called, 32 x 16 x nHS matrix inversions
are made (nHS - number of HalfSlots), for 1.28MChips/s,
for 16 users and 1 antenna. This number of matrix inver-
sions is multiplied by the number of antennas for the Pre-
FSC+PIC configuration whereas it remains constant in the
configuration Post-FSC+PIC.

In CUDA with 36 HSs processing, the Post-FSC+PIC
with Time Domain Signatures Generation, despite being
more complex than correspondent Pre-FSC+PIC for 2 an-
tennas, has better runtimes because it has only half of the
threads (and half of the matrix inversions) launched by the
FSC kernel and so less L2 cache constraints. That does not
happen for 36HSs, 1 antenna where the Pre-FSC+PIC has
better runtimes.

In the case of Post-FSC+PIC with Time Domain Signa-
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MFPI i9 (Serial)
RTX2070

CUDA
1 ant, 1HS Pre+PIC, Time Domain Sig Gen 52.7 7.4ms 1x 1.22ms 6.1x

Pre+PIC, Transcendentals 47.31 6.6ms 1x 1.2ms 5.5x
Post+PIC, Time Domain Sig Gen 138.1 23.2ms 1x 1.3ms 17.8x
Post+PIC, Transcendentals 58.1 11.9ms 1x 0.69ms 17.2x

1 ant, 36HS Pre+PIC, Time Domain Sig Gen 1897.20.2664s 1x 5.1ms 52.2x
Pre+PIC,Transcendentals 1703.20.2376s 1x 4.9ms 48.5x
Post+PIC, Time Domain Sig Gen 4971.6 0.8352s 1x 7.8ms 107.1x
Post+PIC,Transcendentals 2091.60.4284s 1x 5.4ms 79.3x

2 ant, 1HS Pre+PIC, Time Domain Sig Gen 93.38 12.7ms 1x 1.24ms 10.2x
Pre+PIC, Trancendentals 82.61 11.0ms 1x 1.23ms 8.9x
Post+PIC, Time Domain Sig Gen 144.0 24.6ms 1x 1.4ms 17.6x
Post+PIC,Trancendentals 73.1 20.0ms 1x 0.72ms 27.8x

2 ant, 36HS Pre+PIC, Time Domain Sig Gen 3361.70.4572s 1x 9.4ms 48.6x
Pre+PIC, Transcendentals 2964.0 0.396s 1x 10.6ms 37.4x
Post+PIC, Time Domain Sig Gen 5184 0.8856s 1x 8.5ms 104.2x
Post+PIC, Transcendentals 2631.6 0.720s 1x 6.0ms 120.0x

Table II
PERFORMANCEDATA . RTX2070. UPSAMPLE EQUAL TO8 AND THE NUMBER OF TAPS EQUAL TO2. IT IS ASSUMED THAT THE COMPLEXITY FOR

36HSIS 36X OF THE 1HS. IT IS ASSUMED ALSO THAT THE TIME FORSERIAL FOR 36HSIS 36X OF THE 1HS. HS - HALF SLOTS, MFPI - MILLION

FLOATING POINT INSTRUCTIONS. . THE I9 IS A 8 CORE HYPERTHREADINGCPUA MAXIMUM /TURBO5GHZ CLOCK AND A 16MBYTES L3 CACHE

MFPI i7 (Serial)
GTX1050Ti

CUDA
1 ant, 1HS Pre+PIC, Time Domain Sig Gen 52.7 9.55ms 1x 1.12ms 8.5x

Pre+PIC, Transcendentals 47.31 8.4ms 1x 1.11ms 7.6x
Post+PIC, Time Domain Sig Gen 138.1 28.9ms 1x 1.67ms 17.3x
Post+PIC, Transcendentals 58.1 15.1ms 1x 1.35ms 11.2x

1 ant, 36HS Pre+PIC, Time Domain Sig Gen 1897.20.3438s 1x 20.4ms 16.9x
Pre+PIC,Transcendentals 1703.20.3024s 1x 19.9ms 15.2x
Post+PIC, Time Domain Sig Gen 4971.6 1.0404s 1x 30.6ms 34.0x
Post+PIC,Transcendentals 2091.60.5436s 1x 21.6ms 25.2x

2 ant, 1HS Pre+PIC, Time Domain Sig Gen 93.38 16.3ms 1x 1.69ms 9.6x
Pre+PIC, Trancendentals 82.61 14.1ms 1x 1.66ms 8.5x
Post+PIC, Time Domain Sig Gen 144.0 30.4ms 1x 1.75ms 17.4x
Post+PIC,Trancendentals 73.1 25.0ms 1x 1.43ms 17.5x

2 ant, 36HS Pre+PIC, Time Domain Sig Gen 3361.70.5868s 1x 38.7ms 15.2x
Pre+PIC, Transcendentals 2964.00.5076s 1x 37.5ms 13.5x
Post+PIC, Time Domain Sig Gen 5184 1.0944s 1x 32.9ms 33.3x
Post+PIC, Transcendentals 2631.6 0.900s 1x 24.2ms 37.2x

Table III
PERFORMANCEDATA . GTX1050TI . UPSAMPLE EQUAL TO8 AND THE NUMBER OF TAPS EQUAL TO2. IT IS ASSUMED THAT THE COMPLEXITY

FOR 36HSIS 36X OF THE 1HS. IT IS ASSUMED ALSO THAT THE TIME FORSERIAL FOR 36HSIS 36X OF THE 1HS. HS - HALF SLOTS, MFPI -
M ILLION FLOATING POINT INSTRUCTIONS. . THE I7 IS A 6 CORE HYPERTHREADINGCPUWITH A MAXIMUM /TURBO4.1GHZ CLOCK AND A

9MBYTES L3 CACHE

Figure 4. Bar Diagram given by Intel’s Vtune profiler for Post-FSC+PIC, Time Domain Sig Gen, 2 antennas, 1HS with OpenMP onthe i7 and 10000
continuous iterations. CPU with six Physical Cores and twelve Logical Cores.

Kernels GTX1050Ti RTX2070

FSC (Op. Ratio 66.6%) 84.7% 86.1%
FFTs Signatures(Op. Ratio 11.8%) 3.2% 3.3%
PIC Cancellation+Max-Rat-Comb (Op. Ratio 3.2%) 3.8% 2.4%
PIC Signals Reconstruction from Pre-FSC bits(Op. Ratio 2.2%) 2.5% 2.1%

Table IV
PERCENTAGE OF THERUNTIME OF THE SEVERALKERNELS IN

PRE-FSC+PIC (WITH T IME DOMAIN SIGNATURESGENERATION), 2
ANT, 2 TAPS, UPS=8

tures Generation (for any number of antennas) more than
half of the operations are from FFTs and they are done
with a much optimized librarycuFFT from Nvidia. As a
consequence, one of the highest speedups relative to the
serial implementation and highest performance in GFlops

Kernels GTX1050Ti RTX2070

FSC (Op. Ratio 75.1%) 86.1% 89.3%
PIC Cancellation+Max-Rat-Comb (Op. Ratio 3.6%) 3.9% 2.3%
PIC Signals Reconstruction from Pre-FSC bits (Op. Ratio 2.5%) 2.6% 1.9%

Table V
PERCENTAGE OF THERUNTIME OF THE SEVERALKERNELS IN

PRE-FSC+PIC (WITH TRANSCENDENTALS), 2 ANT, 2 TAPS, UPS=8

are achieved by the Post-FSC+PIC with Time Domain
Signatures Generation.

Because the number of taps of the transmission channel
concatenated with Combining, that is seen by the FSC
block in the Post-FSC is larger (compared with the Pre-FSC
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Kernels GTX1050Ti RTX2070

FSC+DownS+MatchedF+DownS (Op. Ratio 21.7%) 57.2% 58.9%
FFTs Signatures(Op. Ratio 61.4%) 23.0% 24.1%
PIC Cancellation+Max-Rat-Comb (Op. Ratio 2.1%) 4.9% 3.3%

Table VI
PERCENTAGE OF THERUNTIME OF THE SEVERALKERNELS IN

POST-FSC+PIC (WITH T IME DOMAIN SIGNATURESGENERATION), 2
ANT, 2 TAPS, UPS=8

Kernels GTX1050Ti RTX2070

FSC+DownS+MatchedF+DownS (Op. Ratio 42.7%) 69.6% 73.4%
Signature Waveforms Generation (Op. Ratio 28.8%) 10.3% 8.2%
PIC Cancellation+Max-Rat-Comb (Op. Ratio 4.1%) 5.9% 4.0%
PIC Signals Reconstruction from Post-FSC bits (Op. Ratio 2.9%) 4.0% 3.4%

Table VII
PERCENTAGE OF THERUNTIME OF THE SEVERALKERNELS IN

POST-FSC+PIC (WITH TRANSCENDENTALS), 2 ANT, 2 TAPS, UPS=8

that only sees the taps of the channel) and the number of
transcendental operations (in Post-FSC+PIC with transcen-
dentals) are proportional to that number, the Post-FSC+PIC
(with transcendentals) has less performance (GFlops) with
the sequential program in the i9 and i7. Those operations,
beyond being slower ones, are not (auto)vectorized in Intel
CPUs because the vectorization hardware does not support
them. That does not happen in CUDA where the latency
is hidden with the switching ofWarps. That explains the
great speedup of the Post-FSC+PIC with transcendentals,
with CUDA with 36 HSs.

For the Post-FSC+PIC and Pre-FSC+PIC configurations
(with two antennas, Time Domain Signatures Generation
(deployment aware) and upsample of 8) the processing
of the 36 HSs takes less than 25.7ms in the RTX2070,
satisfying the time specifications of UMTS-TDD. In the
same conditions the GTX1050Ti does not achieve the goal
to process 36 HSs in less that 25.7ms making, in this
situation, a embedded solution with a single GPU not viable.

The speedups achieved in the GPUs are mainly limited
by the available memory bandwidth. The necessary external
GPU memory for the FSC kernel to run for 36HS, 16
users, 18x18 size matrix inversions (redundant bands), is
about 32.4MBytes of temporary memory (for the PostFSC)
far more than the 4 MBytes of the Level 2 cache of
the RTX 2070. The higher memory bandwidth available
in the RTX2070 jointly with greater number of cores is
the main reason of achieving higher speedups than the
GTX1050Ti. On the other hand, performance being limited
by the memory bandwidth and not by the amount of parallel
execution engines, implies that increasing the number of
HSs processed in parallel brings no performance advantage.

TablesIV, V, VI andVII give the percentage of runtime
of the most time consuming kernels reported by the profiler
together with the percentage of floating point operations in
each kernel for the RTX2070 and the GTX1050Ti. It can
be noticed in TableVI how cuFFT library (see the FFTs
Kernel) is optimized, certainly with low level programming,
by the high percentage of operations corresponding to lower
percentage of the total runtime.

It was found that the RTX2070 with the Post-FSC+PIC
with Signatures Generation from time domain, 2 antennas,
2 taps, 36HS, upsample of 8 in continuous run consumes
about 149W (with a stable temperature of 73◦C) on a maxi-
mum of 175W. In these conditions, the RTX2070 is running

at 609.9GFlops. The GTX1050Ti with the same settings
runs at 157.6GFlops. For achieving realtime processing,
with the same settings, is needed at least 201.7GFlops.

V. CONCLUSIONS

The complexity and runtime of a deployment aware
Multiuser Detector for uplink that takes into account the
carrier plus doppler frequency offsets was evaluated to
investigate the possibility of its deployment in UMTS-TDD
Base Stations. It was shown that when the detectors are
implemented on i9 or i7 platforms the execution times
achieved largely exceed the timing deadlines of UMTS-
TDD. On the other hand, heterogeneous CPU+GPU archi-
tectures deliver a real-time solution, in particular when the
amount of parallelism of the GPU architectures is fully
taken into profit by processing several UMTS-TDD Half
Slots in parallel. The results presented show that execution
times with the RTX2070 satisfy the time constraints for
base stations with either 1 or 2 antennas for any implemen-
tation of the two detection algorithms. The GTX1050Ti is
also a solution for base stations with a single antenna if
the Pre-FSC+PIC detector, with Time Domain Signatures
Generation, is used. A significantly increased performance
can be expected with increased memory access bandwidth.

The high processing scalability of the proposed Multiuser
Detector, due to the existence of many small equal size
matrices to be inverted, must be highlighted making it a
good candidate for deployment. That permits to increase
the capacity of the system, to reduce the power emitted
by the mobile stations or to use less hardware in the base
station. This solution can be provided by the base stations
manufacturers to the operator with several versions featuring
increased upsampling rates.

The detectors were validated in a simulation chain, that
gave the Bit Error versus the Energy of bit over noise
spectral density (Eb/No), showing similar performances
between them and showing the degradation of performance
with the sampling rate in one of them. The BER curves
show a detection quality similar to the best achieved by
other algorithms reported in the literature of which no real-
time implementation is known.

Future work in the case of commercial use, includes
the implementation of these algorithms on FPGA10 [30] to
achieve better energy efficiency [31].
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Abstract: The aim is to compute the time delay between the set of measurements in each of two or more Spectrum Ana-

lyzers using a linear relation between two dimensions (power and time). This method of time measurement implies to in-

put in each Spectrum Analyzer two identical and synchronized Amplitude Shift Keying signals, each one modulated by a 

square wave of duty cycle of 50%. It is also valid with Direct Current. Instead of an input of an Amplitude Shift Keying 

signal (Radio Frequency /Microwaves) it is input a square wave and the power is measured with a Direct Current power 

meter with trigger. 

 

Keyword: Amplitude Shift Keying (ASK), Direct Current, Power Meter, trigger by software, trigger by hardware, Spec-

trum Analyzer (SA), Spectrum Occupancy, Fusion 

1. INTRODUCTION 

 The present invention is related with the computa-

tion of the time difference, between the start of the set of 

measurements of power (in one sweep) in two or more Spec-

trum Analyzers triggered by hardware, software or mix. The 

time difference is computed from the power measurement 

sets of the SAs. The difference between the time delays of 

the triggers on the SAs is the computed time. Those delay 

differences may be due to the hardware or software of the 

Spectrum Analyzers or because the signals of the triggers are 

not synchronized at first place.  

In case of SAs with precise timings, this method can 

be used for computing the difference of delays of the signals 

of trigger generated by external circuits. That can be used, 

for example, to measure the difference of transmission time 

in two transmission lines or absolute transmission time in a 

single one and by that way to measure the length of a trans-

mission line. It also allows measuring the degree of synchro-

nization between simultaneous measurements in multiple 

SAs. 

In order to verify the method or in other applica-

tions of the method, the SAs can be replaced by other power 

meters of Radio Frequency, Microwave or Direct Current, 

(DC) all with triggers. 

This method of measurement implies the input of 
identical synchronous Amplitude Shift Keying signals re-
sulted from the modulation of a carrier by a square wave of 
50% duty cycle. 

If the SAs are located far apart from each other the 
ASK signals must be synchronized in some way, i.e., by 
Global Positioning System (GPS). If co-located, a common 
ASK signal can be split in equally powered signals by a sig-
nal splitter/divisor. The method permits the correction of the 
computed time difference in case the ASK signals do not 
have the same measured power due to calibration errors on 
the SAs or unbalanced signal division on the splitter. The 
computed signal, from all sweep points, representing time, 
shows a good precision, in case of having a periodic maxi-
mum top flatness representing the true delay difference. That 
precision happens when the period of time computed is 
much greater than the temporal imprecisions of the instru-
ments, and in the case of the computed time be about the 
period of the ASK signal divided by 4. The method is also 
applicable in DC with a positive square wave with duty cycle 
of 50% and with DC power meters with trigger. All the theo-
ry is applicable the same way. 

 In Section 2 is presented the functionality of the main 

apparatus of this work, the Spectrum Analyzer.  The main 

theoretical work, which final result is the computed time 

equation, is presented in Section 3. In Section 4, the theoreti-

cal determination of the precision of the method is done. In 

Section 5, the applicability of the method is presented. The 

experiment to test the method is described in Section 6. The 

results obtained by applying the method are presented in 

Section 7. Finally, the conclusions are outlined in Section 8. 
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Figure 1 Heterodyne Spectrum Analyzer 

 

2. SPECTRUM ANALYZERS 

The main component of the measuring setup in this 
work is the Spectrum Analyzer. This section will give insight 
about this apparatus. Figure 1 shows a simplified conceptual 
schematic of a heterodyne Spectrum Analyzer used in this 
work. The information on the input signal's level is contained 
in the level  (in its envelope) of the Intermediate Frequency 
(IF) signal. For this reason, after Intermediate Frequency 
Filter (Resolution Filter with Resolution Bandwidth (RBW)) 
be performed, this IF signal's envelope is determined. The 
procedure for doing this is comparable to the demodulation 
of an AM signal, which means that it is possible, for in-
stance, to employ an analog envelope demodulator. The fil-
tered IF signal is rectified and the RF signal components can 
be eliminated by a lowpass filter named Video Filter. After 
the envelope smoothed by the Video Filter, it is displayed 
[1]. The logarithm filter before the rectifier permits to in-
crease the range of the signal to be displayed. 

In modern Spectrum Analyzers the signal is sam-
pled at Intermediate Frequency and all forward processing is 
done digitally. Before sampling the Spectrum Analyzer has 
several cascaded Intermediate Frequency stages, with de-
creased IF thru that chain.  

Then it is enumerated the main parameters to set in 
a Spectrum Analyzer 

• Number of equal spaced frequency points of the sweep: 
This is a setting that only can take some predefined 
values (i.e. 501, 1001, 2001, later represented by I 
points). Usually is an odd number to include both limits 
of the band. In this work, a set of I sweep points is 
named as a section. 

• Pair: Start and Stop Frequency (StartBand and Stop-
Band respectively) or Pair: Center Frequency and Fre-
quency Span (CenterFrequency and SPAN respective-
ly). Determines the bandwidth in which the sweep 
points are spanned. 

/ 2StartBAND CenterFreq SPAN= −  , 

/ 2StopBAND CenterFreq SPAN= +  

In case of SPAN=0 all measurements points are made 
at the same frequency 

• Resolution Bandwidth (RBW) . Bandwidth of the 
measurement in turn of the frequency of the sweep 
point.  Better practice is to made  

( )*1 RBW StopBAND StartBANDI = −−   

• Video Bandwidth (VBW) – Filter to smooth the IF en-
velope. Must be, in our case, 3-10 times the bandwidth 
of the Resolution Filter. 

• Sweep Time – It is the accumulated time of the meas-
urements, in all sweep points. It takes in account the 
settling times of the filters (RBW Filter and VBW Fil-
ter). Then the sweep time in each point is not the total 
sweep time divided by the number of sweep points. 
That only happens for SPAN=0. 

• Detector Type (i.e. RMS) The detector used in this 
work is the RMS that gives information of the power. 
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3. DETAILED DESCRIPTION OF THE INVENTION 

In Figure 2, one example of a setup for indirect 
measurement of the time difference between the start time of 
the measurements (A8) of two SAs (B4 and B5, Figure 2, 
Figure 3, Figure 4) is shown. In this setup (Figure 2), the 
trigger is made by hardware in one SA and in software in the 
other. The time instant of the start of the measurement, in the 
SA with trigger by hardware is deterministic. In the SA with 
trigger by software the instant of time of measurement start 
is randomness.  

In Figure 3, the setup with two SAs triggered by software 
(triggered through commands transmitted through Ethernet) 
and in Figure 4, another setup with two SAs triggered by 
hardware (with the trigger inputs), from one Card command-
ed and Power supplied by USB (Universal Serial Bus) with 
digital TTL outputs (B8, acronym CARD) are shown. The 
Card is programmed by USB by a Portable Computer (B1). 

In each SA, one ASK signal of equal power (which 

are not really equal due to asymmetries in the signal splitter) 

is injected thru a Signal Splitter (B3). The measurement is 

made with the SAs central frequency setting equal to the 

carrier frequency and SPAN equal to zero. The Resolution 

Bandwidth setting in the SAs must be such that it includes in 

excess the bandwidth of the ASK signal which it must be 

determined from visualization of the ASK signal in the SA, 

with adequate SPAN and Resolution bandwidth. 

In Figure 5, the ASK wave with two time measure-

ment windows of power, each representing one point of the 

sweep in each SA, is shown. 

 

 

 
Figure 2 Measurement Setup 1 (one),  B1– Portable Computer, B2 

– Signal Generator (ASK generator), B3 – Signal Splitter, B4, B5 – 

Spectrum Analyzers, B6 – Ethernet Connection (Double Port 

Ethernet Card), B7 – SMA Cable, B8 – Card of TTL digital outputs 

commanded and Power supplied by USB (Universal Serial Bus), 

B9 – Cable connected to the trigger input of the Spectrum Analyz-

er, B10 – USB Cable. 

 

 
Figure 3 Measurement Setup 2 (two), B1 – Portable Computer, 

B2 – Signal Generator (ASK generator), B3 – Signal Splitter, 

B4,B5 – Spectrum Analyzers, B6 – Ethernet Connection (Double 

Port Ethernet Card), B7 – SMA Cable 

B4

B3

B1

B7

B6

&0

0

0

B8

B9

B2

B5

B7

B6

B9 B10

 
Figure 4 Measurement Setup 3 (three), B1 – Portable Computer, 

B2 – Signal Generator (ASK generator), B3 – Signal Splitter, 

B4,B5 – Spectrum Analyzers, B6 – Ethernet Connection (Double 

Port Ethernet Card), B7 – SMA Cable, B8 – Card of TTL digital 

outputs commanded and Power supplied by USB (Universal Serial 

Bus), B9 – Cable connected to the trigger input of the Spectrum 

Analyzer, B10 – USB Cable 

 

Initially, the sweep point time (
_sw p

T , A7) is set as 

half of the period of the ASK signal ( / 2ASKT , A9). Notice 

that in each SA the sweep time will be the number of sweep 

points multiplied by such time ( / 2ASKT , A9). For SPAN 

equal to zero the settling times of the Resolution and Video 

Filters are zero [2] in page 76.  

In approximation it can be considered that at each 

sweep point the SA measures the energy and then it is divid-

ed by the interval of time of the measurement to compute the 

power. 

In this case, the value of the time difference in the 

SAs (given in Figure 5 by 
i

T∆
, A8) is linearly related to the 

Energy difference between them (as states Figure 5). In this 

perfect scenario, with _ / 2sw p ASKT T= , from each sweep 

point is obtained the same result for  
i

T∆
 for all i. The wave 
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representing time computed from all sweep points is a flat 

line. 

i
T∆  corresponds to the energy  

1 2_ S

i

p A S

i

sw AT P P− , / 2
ASK

T  corresponds to energy 

ASK ASKT P : 

 
1 2 1 2_

_
2 2i

i i i i

sw p ASK

sw p

ASK ASK

SA SA SA S

SK

A

A

T P P P PT
T T

T P P
∆

− −
= =  (1) 

where 
1

i

SAP  and 
2

i

SAP  are the measured powers (linear, if the 

measurements are made in a logarithm scale as dBm they 

must be converted to Watt) in each sweep point i in each SA 

(SA1 and SA2, B4 and B5). 
ASK

P  is the power of the ASK 

signal injected in each SA. The other variables are displayed 

in Figure 5.  

 
Figure 5 Rectangles – Measurement temporal Windows in two 

SAs in one point of the sweep, Sine wave of 50% Duty Cycle – 

ASK Signal. 
 

 
Figure 6 Case in which 

i
T∆

 is about zero for all i . 

It may happen that the relative time phase of the measure-

ments to be of Figure 6 and in that case the power difference 

and computed time is zero for all i. One way to solve this 

problem is to make the measurement time in each sweep 

point slightly greater than half period of ASK signal in such 

way that the relative time phase will change through the 

sweep points. The time between time instants of the start of 

the measurement in the two SAs continues to be given by 

Equation 1. The value of Equation 1 through i index of the 

sweep points changes periodically from zero to a maximum, 

differently from before in which the values kept constant. 

The maximum is the difference between the time instants. 

ASKP   can be directly measured  in each sweep 

section  (because  
_ / 2

sw p ASK
T T>  ). There is a equality re-

lation of the measured energy 
{ } 1_
1,...,

MAX( )
i

sw p
i I

SAT P
∈

  and the 

energy of the ASK wave which gives 

 

{ } 1_
1,...,

MAX( )i

sw SAp
i I

ASK

ASK

T P

P
T

∈
=  (2) 

where 
{ } 11,...,

MAX( )i

I
SA

i
P

∈
 represents the maximum of the meas-

ured power in each section in the SA1  (the SA chosen is 

irrelevant). 

From here on, { }1,...,i I∈ will be omitted from 

the equations.  

 

Different calibration errors on the SAs and unbal-

anced attenuations in the signal splitter can be compensated 

(it is important to compensate one SA in relation to the other 

because the real values of variables involved are not availa-

ble) with the following gain in power in the SA2 

 
1

2

MAX( )

MAX( )

i

SA

SA

i

P
G

P
∆ =  (3) 

Replacing Equation 2 in Equation 1 and replacing the Equa-

tion 3 in Equation 1 it is obtained 

 
1 2

1
MAX( ) 2i

i i

SA SA

S

S

i

A

A K
P P G T

T
P

∆

∆

−
=  (4) 

In the expression
1 2 1

/ MAX( )i i

SA SA

i

SA
P P G P∆− , 

the calibration errors of SA1 are cancelled if the error is 

modelled with a gain. 

 

4. PRECISION OF THE METHOD 

The relative error of function F , in function of the 

errors of its variables, is given by 

 

( ) ( )
1

1 2 1 2, ,.... , ,....

n

j

j j

n n

dF
x

dxF

F x x x F x x x

=

∆
∆

=

∑

 

(5) 

 

Thus, if there is a high precision the variables in-

volving time and 
1 2

0AS A

i i

SP P G∆− >  is reached to abso-

lute error on computing the time difference 

 ( )

( )
( )

( )
1 2

1 2

11 12 22 21
 

2 2MAX MAX
i

i i

ASK ASKSA

A SA

i

S

i

SAP PT T
T

P P

ε ε ε ε
∆

− −
∆ = +  (6) 
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where 11
ε  - Relative Error in the measurement of 

1

i

SAP , 

12
ε - Relative Error in the measurement of ( )

1SA

iMAX P , 

21ε  - Relative Error in the measurement of 
2

i

SAP   , 22ε  

- Relative Error in the measurement of  ( )
2SA

i
MAX P  .  

Notice that in the same SA, the relative error can 

have the same signal and thus it can be an error cancellation 

effect. 

Considering that the standard deviation of the rela-

tive error of measured power in the SAs is r
ε  (best case 

[3], [4] typically 1.5%/100, but it was found in internet sites 

reporting errors as low as 0.4%) and for the worst case 

12 11 r
ε ε ε= − = −    and 21 22 r

ε ε ε= − = −   thus 

 

 

( ) ( )
1 2

1 2
MAX MAX

i

i i

r ASK i

SA SA

A

i

S SA

P P
T T

P P
ε∆

 
 ∆ = +
 
 

 (7) 

 ( ) ( )
( ) ( )

1 2 2 1

1 2 2 1

MAX MAX
2

MAX MAX

i

i

i i i

SA SA SA SA

SA

i

r i

SA SA S

i

A

i i

P P P PT

T P P P P
ε

∆

∆

 +∆
 =
 −
 

 (8) 

 

The theoretical relative error given by Equation 8, 

with / 2 2
ASK

T T∆≅ , being T∆  the difference of time in-

stants of the start of measurements (A8), is approximately 

5% (for 1.5% of relative error of the power measurements). 

This is the worst case. Also the real relative error can be 

smaller if it is a cancelling effect of the error or if the preci-

sion of the SAs are better. The precision decreases with the 

increase of / 2
ASK

T  (A9) in relation to 2T∆ . / 2ASKT  

(A9) must be chosen big enough in order to compute the 

time instants difference expected but not too much in order 

to guarantee the precision. It is recommended that 

 ( )1
_2 ASK sw p

T T T∆ < −
 

_
1

2 100

ASK

sw p

T
T

δ 
= + 

   

5δ >  

15δ <  
 

(9) 

This set of Equations 9 calculates the period of 

ASK wave in function of the time to be computed. By Equa-

tions 9 the time to be computed must be smaller than approx-

imately one quarter of the period of the ASK wave.   

δ  is a parameter which defines the percentage in 

which the point sweep time is greater to half of the period of 

the ASK wave. As defined by Equations 9 it is recommend-

ed that this percentage to be between 5 and 15. 

 

These simultaneous conditions, expressed by Equa-

tions 9, guarantees that the waves presented in the Results 

(Section 7), have sufficiently large tops. 

 

5. APPLICATION EXAMPLES 

In the study of signal fusion in Cognitive Radio is 

necessary to do synchronous power measurements with two 

positions separated two hundred meters between measure-

ment sets in order to measure shadow conditions. This is the 

follow up of measurement with a single setup [5] of Spec-

trum Occupancy with Global System for Mobile communi-

cations (GSM) bands. In Figure 7, the measurement cam-

paign scenario for Cognitive Radio is shown. ( )1
,P t s (A5) 

is the power measured in
1SA .  

 

 
Figure 7 Measurement Campaign Scenario for Cognitive Radio. 

A1 – Base Station, A2 – Obstacles, A3 - Sensor (SA1) with P(t,s1), 

A4 - Sensor (SA2) with P(t,s2), A5 – Computer. The distance be-

tween sensors is less than 200 meters. 

Each rectangle shows the temporal window of a 

sweep point measurement. For the measurements to be use-

ful it is necessary that they are synchronized on the two or 

more SAs. The difference between time instants T∆  (A8) is 

found with the proposed method. To obtain a good synchro-

nism it is needed that 
_sw fusion

T T∆ ≪
 ( 0F

1

_sw fusionT - meas-

urement time period in each sweep point to do later the fu-

sion). In [5] the sweep point time was 4.62ms, equal to the 

time of one frame of GSM. It was found that the time period 

between the start of the measurements in the SAs with hard-

ware triggers (T∆ , A8) was about 8 sµ which it is a good 

synchronism for the sweep point time equal to the GSM 

                                                 
1
 Do not make confusion with the sweep point time in the 

method to compute T∆ (A8). 
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frame. This repeatable 8 sµ  can be compensated with a 

manual command or by a software command doing a delay 

to the response to the trigger on the SA in advance. 

Previous work on Spectrum Occupancy, with or 

without data fusion, was made by synchronism obtained by 

GPS [6] which it does not permit flexibility in the choice of 

the sweep time and it does not permit continuous measure-

ments without time lapses. In other cases, the time measure-

ment is made in computer networks, usually back to back in 

Media Access Control (MAC) layer and it involves consid-

erable technological resources [7], [8]. In our case the meth-

od simplifies because the original system includes SAs that 

can measure power with precision. 

This invention might origin Application Notes for 

brands of SAs as Rohde-Schwarz, Keysight, Tektronix, etc. 

One group of companies that can be interested in the indus-

trialization of the invention are manufacturers of instruments 

to measure the delay difference in two (or more) transmis-

sions lines. It can also measure absolute delays in transmis-

sion lines if one Input/Output TTL line is connected directly 

to the trigger of one SAs (or power meter) and the other In-

put/Output TTL line is connected to the transmission line in 

which the delay must be measured. This delay can be used to 

measure the length of transmission lines.  

The invention can be enlarged to include Power 

Meters in Direct Current, with a squared wave instead the 

ASK wave. Thus, much more companies can be interested. 

A Power Meter of Direct Current has a much simpler tech-

nology and it broadens the applicability. 

  

6. DESCRIPTION OF THE EXPERIMENT WITH 
TRIGGER BY HARDWARE IN BOTH SPECTRUM 
ANALYSERS 

Mount the setup of Figure 4. 

In the extremities of RG58 Cables (B9, Figure 4), 

each one with 90 meters, do the connections of Figure 8. The 

shield of the RG58 cable is connected to the 0V of the CARD 

(I3, Figure 8). In the SAs sides the shield is connected to the 

external of the connector of the trigger input (I4, Figure 8). 

Both cable terminations are protected from overshoot and 

undershoot voltages, with Schottky Diodes (I1, I2, I5, Figure 

8) and one Zener Diode (I6, Figure 8). In the CARD (B8) 

side (L1, Figure 8) are protected with two Schottky Diodes 

(I1, I2, Figure 8, BAT85S model) because there is access to 

the Power Supply connections. In the SAs sides (triggers 

inputs, L2, Figure 8) are protected with Schottky Diode (I5, 

Figure 8) and a Zener Diode (I6, Figure 8, BZX79–C5V6 

model) because there is no access to the higher voltage of 

Power Supply of the SAs.  

Program manually the signal generator (B2, R&S, 

SMU200A, R&S®SMU-B9/-B10/-B1 options) to generate 

the ASK wave with the pretended period,  changing the rate 

of Symbols/Bits in the Baseband Block. Greater periods of 

the modulating squared wave can be obtained with Data Pat-

terns (selecting Patterns in Baseband window) with consecu-

tive 1s, followed by consecutive 0s. The period of ASK 

wave can be found by Equations 9.  

Not known in advance the time to compute T∆ , the 

ASK signal period (
ASKT ) must be tried till the right meas-

urement is achieved.  
ASKT  must be chosen in order to com-

pute in excess the expected time. One way to test the period 

of the ASK signal ( ASKT ), it is to change it one small per-

centage and if it gives a different computed time it is because 

ASKT  is not the right one yet. 

Program also the ASK modulation on the signal 

generator, ASK modulation index of 100%, rectangular filter 

in baseband with internal clock and internal data. In the Ra-

dio Frequency (RF) section of the signal generator define the 

carrier frequency, and the power level of the carrier in order 

that all the signal (total power, including all the bandwidth of 

the ASK signal) to be at least 30dB higher than the noise 

power, but not too high in order to respect the linear re-

sponse of the SAs, signal generator and splitter.  

Run the Labview program in the Portable Computer 

(B1) to program the SAs (B4, B5. Rhode & Schwarz, FSP40 

and FSQ8 models) with the sweep time (
_sw pT times the num-

ber of sweep points), number of sweep points (this parameter 

can only take certain values determined by SAs maker), RMS 

measurements, SPAN=0, carrier frequency, resolution band-

width  (measure previously manually the bandwidth of the 

signal ASK with a SA, with the setting SPAN different from 

zero) and the video bandwidth (3-10 times the measurement 

bandwidth) and put the SAs in waiting mode of a hardware 

trigger. This programming is done by the Portable Computer 

through two Ethernet Cables (B6, STP – Shielded Twisted 

Pair, direct connection without repeaters) with more than 90 

meters (< 100 meters), one to each SA. In the Portable Com-

puter side there is a double Ethernet Card (with two ports, 

100BaseT). 

Then the Labview program switches simultaneous 

the two lines of Output TTL (B8, same byte Output) of the 

CARD (with Push-Pull outputs), from approximately 0V to 

5V. The two SAs must do the measurement due to the trigger 

(signal trough RG58 cables, D9). The voltage level in which 

the SAs do the trigger must be equal in both SAs and in the 

Positive Edge or Negative Edge (in this case the switch must 

be done from 5V to 0V) in both. 

Read the measurements (group of sweep points, 

named as sections, in floating point format) from the SAs 

through the Ethernet connections, to the Portable Computer 

and save them to the disk. 

Compute Equation 4 for each sweep point and obtain 

each section of Figure 10 ahead (using all the points). It can be 

used the same Portable Computer that it reads the measure-

ments from the SAs to make the computations and generate 

the graphics with a program as the Matlab. 
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Figure 8 Connections of the Zener Diode and Schottky 

Diodes for the voltage limitation in both ends of the cable RG58 in 

which is transmitted the trigger signal. I1,I2,I5 – Schottky Diodes, 

I6 – Zener Diode, I3,I4 – Endings of RG58 cables. L1 – Card of 

TTL digital outputs commanded and Power supplied by USB (Uni-

versal Serial Bus) end side, L2 – Spectrum Analyser end side, VA – 

5 Volts from Card commanded and Power supplied by USB (Uni-

versal Serial Bus) of TTL digital outputs. 

The measurements can be made with more than 2 

SAs (n SAs). Thus it is generated the trigger in n > 2 TTL 

Outputs (the signal splitter has n outputs also). Read the meas-

urement sets with n Ethernet Cables connected to n SAs. But 

the computations are made in groups of 2 measurements (sets)  

(2 at a time) from 2 SAs until cover all SAs.   

7. RESULTS 

In Figure 9, several sections, each representing one 

sweep, of computed time difference from power measure-

ments in two SAs (B4, B5) triggered by software (scenario 

of  Figure 3) are presented. It represents four sections of 501 

sweep points each. The parameters are 
_ 21

sw p
T ms= , 

40ASKT ms=  and 0.44ASKP Wµ= ( 33.56dBm− ). As it can 

be seen, the difference of time instants (A8) is given by the 

maximum which does not change during one section. The 

real relative error can be considered small taking in consid-

eration the flat tops of the section waves. No repeatable 

computed times (in different sections) can be due to time 

differences in the processing on the SAs and lack of syn-

chronism sending the commands, through Ethernet Cables 

(B6), by the computer. 

Figure 10 shows the measures in a scenario of two 

SAs (B4, B5) triggered by hardware (scenario Figure 4). To  

compute the difference of instant of time of approximately

8 sµ , it was used / 2 100ASKT sµ= . The trigger voltage lev-

els in the two SAs were 1.4V, positive edge. The computed 

time can be due to different delays in response to trigger 

signals of the SAs and to different delays introduced by the 

external circuits to the SAs. Despite the lack of flat tops of 

the section waves, the measured value has better repeatabil-

ity than in the experiment with triggers by software (see the 

tops between sections). The lack of flat tops is due to the fact 

that the computed difference of time instants is no longer far 

greater than the time precision of the SAs and for the time 

computed (8 sµ ) and for the chosen ASK signal period 

(100 sµ ) the relative error given by Equation 8 is far greater 

(about 45%). 

This method gives the relative delay between the start of the 

measurements on multiple SAs but it does not give which 

triggers first. That can be found, in the case of the experi-

ment with triggers by software, doing a delay (by software, a 

fraction of the delay computed) in the software trigger com-

mand in one of the SAs. If the medium delay increases then 

this is the SA more delayed. In other way it is the SA in ad-

vance. In case of the experiment with triggers by hardware, 

the delay can be introduced in one of the outputs of the 

CARD (B8) that makes the trigger in one SA. Other way is 

introducing a delay to the reaction to the hardware trigger in 

one SA through a software command to SA (from the com-

puter) or manually programming in the SA. 

 

Figure 9 Computation Results of the difference between time 

instants of the start of the power measurements (in a sweep) be-

tween two SAs (Trigger by Software). 

 

Figure 10 Computation Results of the difference between time 

instants of the start of the power measurements (in a sweep) be-

tween two SAs (Trigger by Hardware). 
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8. CONCLUSION 

A new method to compute the time between the 

start of measurements in two or more SAs was presented. 

The method can have applications beyond the aim of the 

authors that it was to find out the better methods of trigger of 

SAs in order to achieve a better synchronism between meas-

urements for spectrum occupancy for cognitive radio. Other 

application, it is to measure delays in transmission lines and 

so it length. 

In the case of the time computed is far greater to the 

time imprecisions of the instruments and in case of the time 

computed be approximately one fourth of the ASK signal 

period, the computed time precision shows better results than 

the theoretical error reports. Beyond the fact that the theoret-

ical error is for the worst case, the discrepancy can also be 

explained by the fact that in determination of the time, exists 

an error cancellation effect or/and the SAs precision, to 

measure power, is better than the specifications.  
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COGNITIVE RADIO
SYSTEMS EVALUATION

Measurement, modeling, and emulation approach

Deepaknath Tandur, Jonathan Duplicy, Kamran Arshad, David Depierre, Klaus Moessner,

Janne Lehtom€aki, Keith Briggs, Luis Gonçalves, and Atı́lio Gameiro

Avertically integrated approach is presented to eval-

uate the performance of cognitive radio (CR) sys-

tems. The approach consists of three pillars:

measurement, modeling, and emulation (MME).

This integrated approach enables the reproduction of the

radio environment in laboratory conditions and aims to

guarantee the same performance results as one would

obtain in the field. This article provides a detailed explana-

tion for each pillar along with state-of-the-art overviews.

Finally, a test bed based on the MME approach is

presented.

MME Approach

In today’s wireless industry, it is generally accepted that

the spectrum scarcity faced by the operators can be signif-

icantly alleviated by employing CR technology [1]. How-

ever, CR technology is still not mature, and it creates

many challenges that have so far prevented its wide

commercial deployment. Thus, it is critical that all stake-

holders interested in CR, such as operators, device manu-

facturers, and regulators, have a clear understanding of

the limitations and possibilities of this technology. An

accurate characterization of the radio environment is

therefore an essential task, as it will aid in understanding

CR limitations.

In this article, we propose a new approach to bring real-

ism into the technology assessment. The MME approach

of the radio environment is shown in Figure 1. In general,

the radio frequency (RF) scene is first measured over a

range of frequencies, time instants, and locations. The

data collected can then be converted to a mathematical

model, which can further be emulated in a controlled envi-

ronment either in software or hardware. It should be

noted that, besides this sequence (Flow 1), it is possible

that models are built from the scratch and then confirmed

or fine-tuned through measurements, before being finally

emulated (Flow 2). Finally, it is also possible that the mod-

eling block is completely bypassed (Flow 3). The last

sequence is called the deterministic case, where the

measurement is immediately followed by emulation of the

measured signals.

The timescale and target of Flows 1 and 2 are different

from the one from Flow 3. In the first two cases, a system-

level evaluation is targeted, and its aim is to evaluate the

capacity of CR systems or the macrospectrum occupancy
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pattern. In particular, this methodology should assist

designers in evaluating the potential of CR system in vari-

ous bands and locations. This activity will require

measurements over multiple periods and may involve

days or weeks. In the last case (Flow 3), a link-level evalua-

tion is targeted. Typically, short radio scenes are captured

and then directly replayed in the laboratory to evaluate

CR-sensing algorithms. The timescale in this case can be

considered to be in the order of a fraction of seconds. The

MME-integrated approach brings the real-world environ-

ment to the laboratory and aims to offer fully trustable

results to the various CR stakeholders.

MME: Measurement

Since the CR concept emerged in 1999 [1], numerous

measurement campaigns have been performed in diverse

locations and for different scenarios. The measurements

have typically covered a wide range of frequencies, from a

few tens of megahertz to a few gigahertz. Table 1 summa-

rizes some of the recent campaigns. The main conclusions

are always consistent. They show a low usage of the over-

all spectrum with vacant spectrum bands, spatially and

temporally. This implies that CR technology has the

potential to significantly improve the spectrum usage by

exploiting these spectrum holes.

The most commonly used measurement method is the

energy/power detection scheme. In [6], it was shown that,

depending on the selected parameter such as the

frequency span, measurement period, location, and

antenna polarization, the measurements results can lead

to a different conclusion about spectrum occupancy.

However, the most significant parameter is the decision

threshold, which may have a huge impact on perceived

spectrum occupancy.

Figure 2 shows an example of a measurement result

that compares the sensitivity of the signal occupancy in

percentage to the decision threshold variation for the

industrial, scientific, and medical (ISM) band in 2.4–2.4835-

GHz frequency. The results are obtained at 2:00 p.m. and

8:00 a.m. for an entire week, with the outcome for Wednes-

day afternoon at 2.00 p.m. highlighted. These measure-

ments were done at the University of Oulu in downtown

Oulu, Finland, in June 2011. The setup consisted of an ISM-

band antenna, ISM-band filter, a low-noise amplifier (LNA),

and Agilent N6841A RF sensor. Frequency bin separation

was set to 109.375 kHz. The figure shows that the average

occupancy is typically low. Similar low-occupancy results

for ISM bands have also been reported in [3] and [7]. Fig-

ure 2 also shows a different occupancy result as the

threshold is varied. Thus, if the selected threshold is too

high, it will lead to an underestimation on the spectrum

occupancy, and if it is too low, it will lead to an overestima-

tion. The selection of the correct threshold value is there-

fore an important criterion. There are classically three

ways to select a threshold [6].

n Maximum Noise Criterion: This takes the maximum

recorded noise level as the threshold. Its main draw-

back is that it may underestimate the occupancy

because of weak signal samples lying below the maxi-

mum noise level.

n Probability of False Alarm (PFA): The threshold is

selected such that only a fraction of the noise sam-

ples are above the threshold. The PFA is classically

set to 1%, which is considered to be the best tradeoff.

n m-dB Criterion: This adds m dB to the average noise

floor.

The criterion for threshold selection is dependent on

the application use case. However, the selected threshold

value should result in the most accurate picture of the

occupancy scenario.

In Figure 3, we compare the occupancy result based on

power measurements, with the access point (AP) logs

taken from the public access network OULU (panOULU).

This figure has been obtained after a one-week measure-

ment in the Tellus library at the University of Oulu in

System-Level Assessment (Flow 2)
Link-Level Assessment (Flow 3)

System-Level Assessment (Flow 1)

Measurement Modeling Emulation

FIGURE 1 MME-integrated approach.

TABLE 1 Characteristics of some recent measurement campaigns for spectrum usage evaluation.

Location Instigator Type Frequency Range Reference

Denver, San Diego,
Los Angeles

National Telecommunications and
Information Administration

Outdoor 108 MHz–19.7 GHz [2]

Singapore Institute for Infocomm Research Outdoor 80 MHz–5.85 GHz [3]
Auckland, New
Zealand

University of Auckland Indoor/outdoor 806 MHz–2.75 GHz [4]

Aachen, Germany Rheinisch-Westfaelische Technische
Hochschule Aachen University

Indoor/outdoor 20 MHz–6 GHz [5]
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January 2011. The power measurement results were

obtained by a fast Fourier transform (FFT)-based

spectrum analyzer that performs at least 200 measure-

ments per second for a 156-kHz frequency bin separation

in 2.4–2.5-GHz ISM band. The threshold is set to 20 dB

above the noise floor, which is approximately �95 dBm in

this case. The high threshold value is selected so as to

avoid any false alarm due to internal noise of the receiver.

In the figure, the log-based traffic information has been

scaled and shifted up according to a regression analysis.

The comparison is made for only one wireless LAN

(WLAN) channel with a closeby AP. The figure shows that

there is a good agreement with the actual WLAN activity

logs. The slight deviation from the logs may be due to non-

panOULU WLAN traffic, nontraffic beacon signals, and

other interferences.

Similar occupancy results for global system for

mobile communication (GSM) carriers for one working

day were obtained at the University of Aveiro campus in

Portugal [8]. Figure 4 shows the variation of the

spectrum occupancy of a single 200-kHz GSM 1800 chan-

nel consisting of eight time-division multiple access

(TDMA) slots. The measurement period is set equal to

the GSM frame duration of 4.62 ms. The measurement

here is continuous compared with the typically discon-

tinuous wideband (WB) measurements undertaken in

Table 1. In the result, a channel is considered occupied

if at least one of the eight time slots in the frame is used.

From the figure, we see that, during the business hours,

the occupancy is at most 70%, whereas during the night

hours, there is considerably more availability of the

spectrum.

So far, we have considered only the spectrum occu-

pancy criterion, but for certain radio access technologies,

the spectral resource is used even when no user is

actually transmitting, for example, in downlink code-divi-

sion multiple access (CDMA) systems. Even with GSM sys-

tems, a huge difference exists between spectrum

occupancy and real traffic occupancy. This can be due to

two factors:

n an increase in number of frequency channels used as

broadcast channels (BCHs)

n an increase in occupancy due to frequency-hopping

functionality.

Thus, the concept of traffic occupancy gives a much

better image of how spectral resources are actually used.

In the GSM case, it can be defined as the average occu-

pancy over the TDMA time slots on each of the traffic

channels (TCHs), which can be potentially used by the

user equipment (UE). To this end, a measurement cam-

paign was undertaken by Thales Communications and

Security in a business area in the suburbs of Paris in Feb-

ruary 2011. The campaign was conducted to quantify the

difference that exists between the spectrum and traffic

occupancies on GSM 900 bands. On each of the 124

channels of the band, a detection algorithm was imple-

mented to detect and decode the BCHs and detect the

TCHs and estimate their time-slot occupancy.

Figure 5 illustrates the evolution of both occupancies

during 24 h for France Telecom (FT) Orange network oper-

ator. This figure emphasizes the existing difference

between the spectrum occupancy and its actual usage on

GSM bands. One can observe that the spectrum occu-

pancy is much higher than the traffic occupancy. The

results highlight that there is much more potential oppor-

tunity in the available spectrum space, which can be

exploited by the CR system.
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It should be noted that Figures 3–5 provide the

measurement results for a 60-min window period and

mainly emphasize on system-level evaluation. The results

from these measurements are first fed to the modeling

block, and then based on statistical studies, the emulation

block plays the radio scene to evaluate the capacity of CR

systems. This corresponds to Flow 1 within the MME

framework.

Similarly, shorter measurement periods in the order of

fraction of seconds or minutes can also be estimated. In

this case, short radio scenes are captured and then

directly fed to the emulation block to evaluate the CR sens-

ing algorithms. This corresponds to Flow 3 within the

MME framework. The aim here is to evaluate and validate

the link-level evaluation of the CR system. We may now

consider the second item that is the modeling block in our

three-pillar process.

MME: Modeling

To enable spectrum-sharing techniques based on CR

technology, it is also crucial to understand and model

incumbent user behavior. Therefore, we provide an over-

view of modeling task within the MME framework. The

approach is divided into statistical modeling and database

modeling. While the statistical approach models the

dynamic behavior of the incumbents, the database

approach focuses on the static environment, such as the

television white space (TVWS) bands.

Statistical Modeling

The measurement results shown in the previous section

cannot be extended directly to other locations, spectrum

bands, and time intervals, and this is because of variations

in the incumbent usage pattern; hence, in theory, separate

measurements are needed at each time and place. To

provide a representative usage of an incumbent, a statisti-

cal-based modeling approach can be considered as an

attractive solution. Here, the first- and second-order

statistical parameters are employed on the measurement

results to develop the spectrum occupancy model of the

incumbent users. Then the radio scene corresponding to

this occupancy model is finally played by the emulator for

the system-level evaluation. It should be noted that, within

the MME framework, this corresponds to Flow 1.

A quick survey of literature shows that the statistical

modeling is a very active area in research. The different

approaches that have been considered for modeling the

incumbent usage pattern in time, frequency, and space

domain are discussed below.

In the time domain, spectrum occupancy models are

widely based on discrete- or continuous-time Markov

chain (CTMC) schemes. The basic principle of Markov

chain is that the spectrum usage in each channel can be

modeled by two states, with one state indicating that the

channel is occupied and therefore not available to the

opportunistic user while the other state indicates that the

channel is free and available to the opportunistic users. In

CTMC model, the channel remains in one state for a ran-

dom period of time. This state-holding time can be mod-

eled based on empirical results as a generalized Pareto, or

as geometric or log-normal distributions [9]. In real sys-

tems (e.g., cellular systems), occupancy of a channel is a

consequence of a large number of random factors such as

traffic load, resource management policies, specific loca-

tion, mobile operator packages, and so on; as a result,

channel usage is itself a complex stochastic process and

still an open research question. Recently, Wang and Sal-

ous [10] analyzed the spectrum occupancy in GSM bands

by applying time-series models. To analyze the data, an
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autoregressive integrated moving average (ARIMA) model

was fitted to the data in GSM bands in Durham, United

Kingdom [10]. A time-varying spectrum occupancy model

was also proposed in [11]. Here, the statistical spectrum

occupancy model is based on a combination of several

probability density functions (PDFs).

In the frequency domain, the statistical distribution of

channel occupancy is shown to follow a beta distribution

[12]. The use of Poisson and Poisson-normal distributions

for the characterization of channel occupancy has also

been presented in [13]. In the spatial domain, the models

characterize the spectrum occupancy patterns at differ-

ent locations. Spatial distribution of the power spectral

density of incumbent user signal has been studied in [14]

using random field theory. Most recently, a more sophisti-

cated approach to model spectrum occupancy in a realis-

tic urban environment (at a ground level, inside buildings,

and on rooftops) was presented in [15].

Based on the incumbent user’s channel access dynam-

ics for specific location and time, it is also possible to

derive statistical information, such as the total number of

spectrum opportunities in terms of the probability of each

channel being free. In previous work [16], the exact and

approximate probability distributions for the total

number of free channels not being used by the incumbent

users was derived. Figure 6 compares the exact and the

various approximate probability distribution functions in

a scenario when the channels are most likely occupied

by the incumbent users. It is seen from Figure 6 that

Camp–Paulson approximation provides the most accurate

curve.

Database Modeling

In static radio environments, CR systems are envisaged to

have access to a database of incumbent spectrum occu-

pancy to minimize the risk of interference and reduce the

sensing requirements. In TVWS bands, such a database

will contain signal strength information from TV transmit-

ters as well as wireless microphone data. The computa-

tion of such a database is a large computational task. It

needs two main inputs:

n The first input is a list of TV transmitter data, which

is usually provided by national regulators.

n The second input is the terrain data required by

propagation models. The propagation models used

are often of the irregular terrain Longley–Rice type,

which include empirical models of diffraction effects

over hills.

Additionally, a protocol is required for remote commu-

nication with the database; various proposals are cur-

rently being evaluated. Security will be a basic

requirement here. Upon receipt of a query, the database

will provide a channel (or channels) and an allowed power

level and register the channel as in use at the specified

locations and for the specified period. In the United

Kingdom, the Ofcom regulator has published consultation

documents on design issues [17]. Such databases are

starting to be offered as a commercial service [18]. Figures

7 and 8 show the typical database computation outputs

for the United Kingdom. Figure 7 shows a square of size 6�
longitude and 6� latitude covering most of England, with

spectral colors indicating minimum channel occupancy

(dark blue) to maximum (red). It will be seen that there is

considerable spatial variation, proving that the database

does provide useful information.

From the database, statistical summary information

may also be computed. The most useful is population-

density weighted so that we gain estimates of the distribu-

tion of the amount of free spectrum per user. Figure 8

shows a typical cumulative distribution computed this

way for the whole of the United Kingdom. It will be seen

that 50% of the population has six channels available, i.e.,

48 MHz.

Within the MME framework, the database computa-

tions derived from TV transmitter and propagation data

can eventually be fed to the measurement block (Flow 2)

for further verification and refinement of the model. Once

the verification is complete, the computed data can then

be fed to the emulation block.

MME: Emulation

Emulation is the third pillar of the MME-integrated

approach. It is worth noting that this test bed can be

implemented either in hardware or software. It is the core

of the proposed CR test bed shown in Figure 9. The emula-

tor consists of a WB signal generator that stimulates the

sensing engine of a CR device with a set of waveforms

derived from the measurement-modeling (MM) stages of

the MME approach. As discussed in the ‘‘MME Approach’’

section, the emulation involves two cases with different

time scales: deterministic and model based.

100

10–1

10–2

10–3

P
ro

ba
bi

lit
y

10–4

10–5

1 2 3 4 5
Number of Free Channels

6 7 8 9 10

Poisson
Camp-Paulson
Normal
Exact

FIGURE 6 Probability distribution function of total number of

opportunities.

JUNE 2012 | IEEE VEHICULAR TECHNOLOGY MAGAZINE ||| 5



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

In the first deterministic case, the modeling block is

skipped and the recorded sequences obtained from the

measurement campaign are directly replayed on the emu-

lator without any changes. The incumbent usage pattern

(on/off) is emulated without the need for any channel emu-

lation. This emulation scenario serves the link-level

performance evaluation and, in particular, the sensing

engine performance study.

In the second model-based case, both statistical and

database approaches are considered. Here, the incum-

bent usage pattern emulation is combined with the chan-

nel emulation to accurately reproduce the actual RF

scene. This emulation scenario serves the system-level

performance evaluation.

Figure 9 shows that, in the test bed, the sensing esti-

mates of the CR device can be compared with the source

to evaluate the performance of the sensing engine. Metrics

such as probabilities of detection, false alarm, or the

detection speed can be evaluated in this manner. On the

other hand, the CR device can also make decisions about

the available opportunities based on the sensing engine

outputs. In this case, the transmitter of the CR device

(secondary) can start transmitting on the available

spectrum holes. The output of the secondary transmitter

is then added to the stimulus signal and later fed to CR

device receiver as well as the incumbent systems receiver.

Through bit error rate (BER) measurements (as an exam-

ple), both the quality of the secondary transmission and

its impact on the incumbent systems can be evaluated. As

depicted in the figure, a CR test bed can also include chan-

nel emulation blocks. Adding these blocks between the

receivers and the modeled (or emulated) transmit sour-

ces will enable the inclusion of fading and Doppler effects

in the radio scene. A true radio scene experienced by the

mobile device is then emulated; hence, both the static and

the vehicular cases are appropriately tested.

The emulator should have the following three

properties.

n Controllability: The user should be able to precisely

control the emulation scenario.

n Repeatability: The user should be able to repeat any

desired sequence of events in the emulation scenario.

n Representability: The emulated RF scene should repre-

sent as well as possible the real environment that the

CR system will experience. This is guaranteed

through the MME vertical approach.

Besides the above desirable properties, the emulator

should also provide a deep enough memory for the deter-

ministic-case emulation, whereas a WB system is typically

required for both deterministic as well as model-based

cases.

Conclusions

We have presented an integrated vertical approach involv-

ing MME. This approach enables the reproduction of the
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FIGURE 8 The TV band white space availability for the whole of the

United Kingdom.

FIGURE 7 The TV band occupancy density for United Kingdom.

(Image courtesy of BT Innovate & Design.)
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radio environment in laboratory conditions and offers

fully trustworthy results to the various CR stakeholders.
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IT IS CRITICAL THAT ALL STAKEHOLDERS
INTERESTED IN CR, SUCH AS OPERATORS,
DEVICE MANUFACTURERS, AND REGULATORS,
HAVE A CLEAR UNDERSTANDING OF THE
LIMITATIONS AND POSSIBILITIES OF THIS
TECHNOLOGY.

THE MOST COMMONLY USED MEASUREMENT
METHOD IS THE ENERGY/POWER DETECTION
SCHEME.

THE CRITERION FOR THRESHOLD SELECTION IS
DEPENDENT ON THE APPLICATION USE CASE.

THE SPECTRUM SCARCITY FACED BY THE
OPERATORS CAN BE SIGNIFICANTLY
ALLEVIATED BY EMPLOYING CR
TECHNOLOGY.

IT IS ALSO CRUCIAL TO UNDERSTAND AND
MODEL INCUMBENT USER BEHAVIOR.

IN STATIC RADIO ENVIRONMENTS, CR
SYSTEMS ARE ENVISAGED TO HAVE ACCESS
TO A DATABASE OF INCUMBENT SPECTRUM
OCCUPANCY TO MINIMIZE THE RISK OF
INTERFERENCE AND REDUCE THE SENSING
REQUIREMENTS.

EMULATION IS THE THIRD PILLAR OF THE
MME-INTEGRATED APPROACH.

THE EMULATOR SHOULD HAVE THE
FOLLOWING THREE PROPERTIES:
CONTROLLABILITY, REPEATABILITY, AND
REPRESENTABILITY.

THE APPROACH CONSISTS OF THREE PILLARS:
MEASUREMENT, MODELING, AND EMULATION.
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Abstract—In this article the spectrum occupancy of a GSM900
and a DCS1800 band as an analog power or binary quantized
power is modeled. In the case of analog power it is presented
histograms of the power distribution during one working day. In
the case of quantized power it presents the two time statistics, the
time period of opportunities distribution and the time between
opportunities distribution. The measurement setup is standing
in line of sight with the base station. Also, the measurement
setup in terms of maximum sensitivity is described and analyzed.
Spectrum non occupancy, for a working day, in terms of total
time for the GSM900 band and for the DCS1800 band is given.

Index Terms—Cognitive Radio, Spectrum Occupancy Models,
Measurement Setup

I. I NTRODUCTION

Cognitive Radio Systems will be used in order to maximize
the full potential of the allocated to and unutilized spectrum
of primary systems. The study of the technology associated to
these systems are in an initial stage despite of several years
of evolution and one standard already set (IEEE 802.22, for
packet use in rural areas using the holes of TV spectrum).

The Power Spectral Statistics must be characterized in order
to find channel occupational models. Each sample of these
occupational models functions could be analog or quantized.
The quantized model could be associated to one (two levels)
or more thresholds depending of the resolution necessary to it
description. These models could be used in the study of sensor
fusion in secondary networks. In this article the analog and
quantized (one threshold) occupational model for GSM900
and DCS1800 in a standing line of sight reception scenario
is described and analyzed. The analog occupational model is
presented by the histograms (distribution) of the powers levels
during one day for one GSM900 band and one DCS1800 band.
The binary quantized model is presented by the time between
opportunities distribution and the time period of opportunities
distribution.

The measurements are described in the Portuguese fre-
quency allocation context. This work complements the one
presented in [1] which presents the period of time of op-
portunities distribution for a GSM900 band in a mobile
situation. This work goes beyond other spectrum occupational
articles [2]–[6] in the way that it tries to model the spectrum
occupancy.

Also, it presents and mathematically analyzes the measure-
ment setup used. Spectrum non occupancy, for a working day,
in terms of total time for a GSM900 band and a for DCS1800
band is presented.

The Section II describes the Measurement Setup. In Section
III the best sensitivity achievable by the measurement setup is
determined. In Section IV, the measurements and correspon-

dent statistics and distributions are presented. And finally in
Section V, the main conclusions are stated.
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Figure 1. Measurement Setup, 1 - M-POL Antenna, 2 - Low Attenuation
Cable, 3 - N-SMA Adapter, 4 - Filter, 5 - Pre-Amplifier, 6 - Spectrum
Analyser, 7 - Ethernet LAN Cable, 8 - Portable Computer

II. SETUP DESCRIPTION

The measurement setup is pictured in Figure 1. It is
composed of a high bandwidth omnidirectional antenna
(25MHz−6GHz) from MP Antenna with typical3dBi gain.
A semi-rigid low attenuation cable (typical < 0.12 dB/meter
at 5GHz) with about 8 meters, a high steeply passband
filter (500MHz − 1GHz for GSM900,1GHz − 2GHz for
DCS1800), a high bandwidth preamplifier (15dB gain at
950MHz), a Spectrum Analyser (SA) and a Portable Com-
puter with an Acquisition Program. From the low attenuation
cable, to the SA, the components are connected with thin
cable with SMA connectors. The preamplifier gain is such
that the GSM signal (−102dBm in 200KHz, sensitivity
level) is brought above the noise level of the SA but not
enough to generate visible intermodulation products due to
non linearity of the input mixer of the SA. The SA is set in
the highest sensitivityi.e. with 0dB attenuation of the input
attenuator. The total signal in500MHz − 1GHz band (pass
band of the filter) at the input of the SA was about−17dBm.
The secure signal level in terms of intermodulation is below
−10dBm. Another criterion in choosing the filter is: that the
higher passband frequency is not more than one octave from
the lower passband frequency. This avoids the second order
intermodulation products to be inside the passband.

The measurements took place at the top roof of the Depart-
ment of Electronics, Telecommunications and Informatics of
the University of Aveiro as shown in Figure 2.

III. SETUP ANALYSIS

Figure 3 shows the equivalent circuit of the measurement
setup from the preamplifier to inside the Spectrum Analyzer
(SA) including the sum of the internal noise.Si is the input



Figure 2. Antenna deployment
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Figure 3. Equivalent circuit of the measurement setup from the preamplifier
to the inside of the Spectrum Analyzer

signal,Ni is the noise signal at the input. These two signals
are already combined before the preamplifier, despite showing
the combination at the input.G1 is the Power Gain of the
preamplifier,NSA is the internal noise signal of the SA,S0

is the output signal resulting fromSi, andN0 is the output
noise signal. Also, there is one variable, the noise figure of the
preamplifierNF, which is not shown. The power of the signals
described previously is represented with the same letters of
the signals, but in boldface. The power of these signals is
measured in logarithm form (dBm/Hz), and the noise figure
NF, as well as the gainG1 in dB. Ni depends on the
environment noise caught by the antenna and the noise added
by the lossy elements before the preamplifier.Si is the power
of the signal caught by the antenna at the measured frequency,
attenuated by the lossy elements before the preamplifier.

How muchSi must be aboveNi in dB (or the signal to noise
relation in linear) in function of the gainG1, considering the
limit case ofS0 = N0 is then calculated. This last condition
limits the point which can separate signal from noise. The
minimum of that function could be described by Equation 1





{
Ĝ1

}
= arg min

{G1}
[Si −Ni]

S0 = N0

S0 = Si +G1

N0 = 10 log
(
10(Ni+NF+G1)/10 + 10NSA/10

)
(1)

Si is given by

Si = −G1 + 10 log
(
10(Ni+NF+G1)/10 + 10NSA/10

)
(2)

ConsideringNi = −174dBm/Hz (best case),NF =
3.5dB and constant with the preamplifier gain,NSA =
−155dBm/Hz, then the Figure 4 presentsSi−Ni = f (G1).
Looking at Figure 4, it is concluded that the solution of
Equation 1 forG1 is infinity. And the value reached at infinity
for Si −Ni is NF (by the limit of Equation 2 minusNi in
both sides withG1 to infinity).
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Figure 4. Si −Ni in function ofG1

The lossy elements before the amplifier will be taken into
account in order to calculate the minimum GSM signal that
can be detected with this setup. The antenna gain is also
taken into account. The lossy elements mentioned above, will
amplify (or add in dB) the noise induced by the antenna. This
amplification is equal to the attenuation induced to the signal
(Cable attenuation times Filter Attenuation - plus if in dB).
This attenuation amount in dB, is represented byαdB. The
Figure 5 represents the operations made to the signal and to
the noise from the antenna to the preamplifier input. In an ideal
scenario the noise at the antenna output will be the thermal
noise (Nth) and equal to−174dBm/Hz (10Nenv/10 = 0,
environmental noise power equal zero). Considering a gain
G1 equal to infinity and that the antenna catches the lowest
detectable power. Then





Si −Ni = NF

Ni = −174dBm/Hz +αdB

Si = SAin +GA −αdB

(3)

which is equivalent to

SAin = −GA + 2αdB − 174dBm/Hz +NF (4)

It was considered the attenuation of the cable connect-
ing the antenna, plus the pass band filter attenuation to be
αdB = 1.5dB. The antenna gain is3dBi and considering
the noise figure3.5dB, then SAin = −170.5dBm/Hz or



SAin = −117.5dBm/(200KHz). This is the lowest GSM
signal detectable with this setup.
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Figure 5. Equivalent circuit of the measurement setup from antenna to
preamplifier input

IV. M EASUREMENTS ANDSTATISTICS

The measures were taken at a distance of 250 meters
(measured with GPS) from the nearest GSM base station
during school period. This base station covers, the University
Campus with a population of approximately15000 students,
using GSM900 and DCS1800 bands. Two GSM operators are
co-located in this base station belonging the studied GSM900
band to one operator and the studied DCS1800 band to the
other.

The measurements were done with a resolution bandwidth
of 100KHz at 501 points covering in excess all GSM900
downlink band (Figure 6) and the allocated part of the
DCS1800 band (Figure 8). Each measured100KHz covers
one side of the200KHz GSM band. In the case of single fre-
quency, the501 points were measured in a specific frequency
with a span equal to zero. The measured power was adjusted to
reflect the power received at the output of the equivalent unit
gain antenna (see Figure 5, at output of the Omni-Antenna)
and for the bandwidth of 200KHz it was added 3dB. The time
at each measurement point was set to the frame period (about
4.62ms) giving a sweep time about2.4s. There is practically
no delay between consecutive measurements.

Figure 6 shows the spectrum occupancy of GSM900 band at
5H19 of a working day. The frequency axes ticks are the limits
of the bands of the three Portuguese GSM operators. Figure 7
shows the spectrum occupancy of GSM900 band at 13H in the
same 24H. The City of Aveiro is a plane region and because
of that the antenna is at line of sight of several base stations,
hence the high occupancy. In that situation two base stations
with a decade of distance (in relation to the setup antenna)
one from another could originate a diference (in dB) on the
received power as low as20dB (assuming that the same power
is being transmitted). The power measurements done for this
sectorized base station shows that the power received from the
other sectors, is not more than 20dB below (measured in the
Broadcast Control Channels (BCCH) which has no frequency
hopping).

Figure 8 shows the spectrum occupancy of the DCS1800
band at 5H19 of a working day. The Portuguese Communica-
tions Regulator (ANACOM) allocates spectrum according to
the operators needs and requirements. For this reason, there
are two bands for each of two operators and a larger band for
one operator only. Figure 9 shows the spectrum occupancy of
the DCS1800 band at 13H in the same 24H.
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Figure 6. Typical Power Spectrum Density at 5H19 for GSM900
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Figure 7. Typical Power Spectrum Density at 13H for GSM900
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Figure 8. Typical Power Spectrum Density at 5H19 for DCS1800
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Figure 9. Typical Power Spectrum Density at 13H for DCS1800
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Figure 10. Power in the953.9− 954.1MHz band during one day

Measurements were made during four consecutive working
days and the power profile was similar between days. Figure
10 presents the power variation at the953.9 − 954.1MHz
band in one of the four days measured. The correspondent
power occurrence is presented in Figure 11.
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Figure 11. Power Occurrence Density in the953.9 − 954.1MHz band
during one day
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Figure 12. Power in the1856.9− 1857.1MHz band during one day

In Figure 12 is presented the power variation during a
working day in the band of1856.9 − 1857.1MHz. The
correspondent histogram is presented Figure 13.

For the time statistics a threshold must be defined. The
threshold was set approximately10dB above the noise
level, just a fewdBs below the minimum level needed to
detect the signal with an adequate error probability. The
decision level for GSM900 was−98dBm/200KHz and
−90dBm/200KHz for DCS1800.
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Figure 13. Power Occurrence Density in the1856.9 − 1857.1MHz band
during one day
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Figure 14. Time period of opportunities distribution of the measured
GSM900 band
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Figure 15. Time between opportunities distribution of the measured GSM900
band
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Figure 17. Time between opportunities distribution of the measured
DCS1800 band

Figure 14 shows the time period of opportunities distribution
for the measured GSM900 band. By doing the logarithmic of
the vertical axes (turns an exponential in a straight line) it can
be concluded that this distribution has an exponential behavior
with the first bin ill-conditioned. An approximated straight line
is obtained by the least square method. The parameters of the
this straight line provide the parameters of the exponential by
reverting the logarithm of the vertical axes. Figure 14 also
presents the exponential approximation function (in red) and
the correspondent parameters for the well conditioned bins.
The total time of the opportunities is about 50 minutes in 24
hours which indicates high occupancy. About 39 minutes (of
50) is one frame opportunities. This particular band was one
with lowest traffic of the entire GSM900 spectrum. Thus it
can be concluded that the GSM900 spectrum is not usable for
opportunistic use due to high occupancy. Figure 15 represents
the correspondent time between opportunities distribution.
This distribution has an exponential behavior with the first
bin ill-conditioned.

Figure 16 shows the time period of opportunities distribution
for the measured DCS1800 band. This distribution presents
an exponential behavior with the first and second bin ill-
conditioned. The total time of the opportunities is about 10
hours in 24 hours, which indicates relative low occupancy.
About 2.4 hours (of 10) is one frame opportunities. It is found
opportunities as long as 28 seconds (outside the horizontal
axes represented in Figure 16). Figure 17 represents the
correspondent time between opportunities distribution. This
distribution has an exponential behavior with the first bin ill-
conditioned.

V. CONCLUSIONS

In this article a measurement setup was presented and
analyzed. Measurements were taken in GSM900 and DCS1800
frequency. Concerning the time period of opportunities for
the measured GSM900 band from the statistic analysis, it
can be concluded that the distribution has an exponential
behavior with the first bin ill-conditioned. The correspondent
time period between opportunities distribution (estimation)
also has an exponential behavior, with first bin ill-conditioned.
This GSM900 frequency has a high occupancy. The time
period of opportunities distribution for the measured DCS1800
band has an exponential behavior with the first and second
bin ill-conditioned. The correspondent time period between
opportunities distribution has an exponential behavior, with the
first bin ill-conditioned. This DCS1800 frequency has enough
low occupancy to enable opportunistic use.
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Erratum: Multi-Sensor frequency domain multiple access interference canceller

for DS-CDMA systems

(Eur. Trans. Telecomms. 2007; 18:263–273)

Luis Gonçalves and Atı́lio Gameiro

In the article [page 264] ‘‘ . . . to situations where signals with different code lengths coexist’’ should read ‘‘ . . . to
situations where signals with different channelization code lengths coexist’’.

In the article [page 267] equation (19) should read

sðtÞ ¼
X

Qmax
Q

�1

l¼0

X

k

alkglðt � kTmaxÞ

and equation (22) should read

rðtÞ ¼
XU

u¼1

X
Qmax
Qu

�1

l¼0

X

k

a
l;u
k g

ðuÞ
l ðt � kTmaxÞ þ nðtÞ

where Tmax is the symbol period of the users of spreading factor Qmax. Qmax is the maximum spreading factor in the

system.
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Abstract

Direct Sequence Code Division Multiple Access (DS-CDMA) signals exhibit cyclostationary properties which im-
ply redundancy between frequency components separated by multiples of the symbol rate. In this paper a Multiple
Access Interference (MAI) Canceller (Frequency Shift Canceller (FSC)) that explores this property is presented. The
linear frequency domain canceller operates on the spreadedsignal so as to minimise the interference and noise at the
output (Minimum Mean Squared Error Criterium). The performance of multi-sensor configurations for the cases of
beamforming and uncorrelated spatial channels was evaluated considering both synchronous (UMTS-TDD) and time
misalignment systems. The FSC configurations were concatenated with 2D-PIC structure and evaluated. The simula-
tion results show considerable improvement relative to theconventional 2D-RAKE and 2D-PIC receiver. A performance
close to the single-user RAKE case was achieved when it was evaluated jointly with 2D-PIC.

1 Introduction

Direct sequence Code Division Multiple Access (DS-CDMA) has emerged as one of the most promising techniques
to implement various radio communication systems. It presents significant advantages over Time Division Multiple
Access (TDMA), in terms of its adoption, frequency diversity, multipath diversity and enhanced spectrum efficiency
in multi-cell systems [1]], which led as the candidate choice for third generation cellular systems. The first version of
third generation CDMA systems is based on the conventional RAKE receiver, which is known to be limited by multiple
access interference (MAI) and requires very precise power control. To overcome these limitations, joint detection of the
received DS-CDMA signals has been proposed at the base station (BS) or at the user equipment. The optimum joint
detector [2] , although well known, results in prohibitively high computational complexity, and consequently effort has
been made to devise suboptimum algorithms [3–7] with good tradeoff between performance and complexity that can be
implemented at low cost in future CDMA systems. In this paper, we propose a low complexity MAI canceller whose
approach can be considered a feasible solution for broadband DS-CDMA signals.

A DS-SS signal is a particular case of a random pulse amplitude modulation. It is well known [8] that these sig-
nals exhibit cyclostationary properties which imply redundancy (diversity) between frequency components separated
by multiples of the symbol rate. This characteristic is explored in the proposed MAI canceller, named hereafter as the
Frequency Shift Canceller (FSC) detector.

The canceller fits in the category of frequency shift (FRESH)filters [9] which are structures that use the correlation
between bands inherent in most man made signals. The use of FRESH filters has been proposed for signal extraction of
Multi-user Direct Sequence signals [10,11].

Most of the work on such type of structures reported in the literature follows a time domain approach. In this paper,
we explore the correlation between frequency bands to remove the MAI in Multi-user Direct Spread Spectrum Signals,
but in terms of implementation consider a frequency domain approach, and extend the algorithm to situations where
signals with different code lengths coexist. The frequencydomain approach enables digital implementation using fast
fourier transform (FFT) modules, allowing significant complexity savings, while the generalisation to variable length
spreading codes allows direct application of the cancellerwith UMTS systems. Approximately the complexity of the
algorithm per user and antenna requires the inversion of an Hermitian Definite positive matrix per symbol. The size of
the matrix is equal to the number of redundant frequency bands considered and must be at least equal to the number of
users if perfect signal extraction is to be achieved in the absence of noise. Considering noise, the performance can be
improved by using a higher number of frequency bands, whose maximum number depends on the code length and excess
bandwidth of the pulse shaping filter. Currently the implementation of real time matrix inversion is not a constrain in the
advent of specific ASIC processors that accelerates this function.
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It is consensual that the use of antenna arrays is a key component to increase the capacity cellular systems [12,
13]. The performance and complexity of a multi-sensor detector is dependent on the array/multipath processing and
multi-user detection units [14] and therefore we investigate several array processing configurations for the multi-sensor
FSC, and consider the cases of high correlation between antenna elements channels (beamforming) and low correlation
(diversity).

The paper is outlined as follows: in Section 2 we present the theoretical framework and show that in a DS-SS
signal non-overlapping frequency bands separated by a multiple of the baud rate are linearly related; in Section 3 the
architecture and design principles of a MAI canceller are presented; in Section 4 several configurations involving the
detector FSC are presented; in Section 5 simulation resultsare presented for a given scenario in a UMTS-TDD system
and in a time misalignment system; Finally in Section 6 the main conclusions of this work are outlined.

2 Theoretical Background

A DS-SS signal is represented as
s(t) =

∑

k

akg(t− kT ) (1)

where{ak} is the sequence of information symbols,1
T the symbol rate andg(t) is the signature waveform, which

assuming a spreading factorQmax can be written as

g(t) =

Qmax−1∑

q=0

chp(t− qTc) ∗ h(t) (2)

where{ch} is the code sequence,p(t) the normalized elementary pulse,Tc the chip period,h(t) is a linear filter that
may represent a channel impulse response and the symbol * stands for convolution.

The Fourier Transform ofs(t) is

S(f) =
∑

k

akG(f)e
−j2πfkT = G(f)A(f) (3)

with

A(f) =
∑

k

ake
−j2πfkT

G(f) = P (f)H(f)

Qmax−1∑

v=0

cve
−j2πf vTc

(4)

From (4) it is easy to verify that
A(f + i

T ) = A(f) ∀i ∈ Z (5)

Assuming that the elementary pulsep(t) has a bilateral bandwidthαTc
, where typically (for pulse of the raised cosine

family) α is a number between one and two, we can say that the signal bandwidth is αQmax

T i.e. from (5) we have a
αQmax order frequency diversity.

Let us define

SmB(f) = S
(
f +

m

T

)
rect (fT )

GmB(f) = G
(
f +

m

T

)
rect (fT )

(6)

where

rect(f) =

{
1 if f ∈

[
− 1

2 ,
1
2

[

0 if f /∈
[
− 1

2 ,
1
2

[ (7)

andm is the index of the band. Hereafter the subscriptB means a signal frequency shifted to baseband. Then using (6)
for two bands of indexm1 andm2 and assumingGm1B(f) has no singularities, it can be concluded that in the interval
f ∈

[
− 1

2T ,
1
2T

[
we have that

Sm2B(f) =
Gm2B(f)

Gm1B(f)
Sm1B(f) (8)

that is the signal information in non-overlapping frequency bands spaced by a multiple of the baud rate are related
through a linear transformation.
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Figure 1: Conceptual Schematic of the Canceller.

3 Canceller Architecture

The canceller operates in the frequency domain but in practical implementation or simulation, the time to frequency
domain conversion will be performed digitally through a FFT. However, in the derivations we shall use a continuous
representation for the functions

The architecture of the canceller is shown in Figure1, for a given user. The symbol * stands for convolution andδ is
the Dirac impulse.

AssumingU users, the input signal in the frequency domain is given by

R(f) =

U∑

u=1

S(u)(f) +N(f) (9)

whereN(f) is the Fourier transform of the additive noise, with power spectral densityηin(f) andS(u)(f) is the Fourier
transform ofs(u)(t) where the superscript(u) refers to the user.

In the base station where all the signals have also to be recovered, the canceller consists of the replica of this basic
receiver for each user. However, it can be applied to the mobile station provided the codes for the different users are
known.

We shall start by considering the case where all the users have the same spreading factor and then proceed with the
generalization for multirate.

3.1 Identical Spreading Factor

Let us consider without loss of generality that user one is the user of interest. From (8) this constraint implies that the
filtersXi,m(f) be of the form

Xi,m(f) = αi,m(f)
G

(1)
mB(f)

G
(1)
iB (f)

1 (10)

whereαi,m(f) are complex weight functions.
Using (10), the baseband shifts of the output signalV (f) are given by

VmB(f) = S
(1)
mB(f)

(
I∑

i=−I

αi,m(f)

)
+

U∑

u=2

[
∑

k

a
(u)
k e−j2πfkTβ

(u)
mB(f)

]
+N

′

mB(f) (11)

whereS(1)
mB(f) is defined in (6) and

β
(u)
mB(f) =

I∑

i=−I

αi,m(f)
G

(1)
mB(f)

G
(1)
iB (f)

G
(u)
iB (f) (12)

1In case of a singularity withG(1)
iB

(f) = 0 for a particularf = f1 then is consideredXi,m(f1) = 0.
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From (11) we conclude that the condition that the signal of interest is not distorted is verified provided
∑

i αi,m(f) =

rect(fT ). The power spectral density of additive noise disturbance at the outputN
′

mB(f) is given by

ηoutmB
(f) =

I∑

i=−I

|αi,m(f)|2

∣∣∣∣∣
G

(1)
mB(f)

G
(1)
iB (f)

∣∣∣∣∣

2

ηiniB
(f) (13)

The minimization of the output overall disturbance can be achieved, minimizing the power spectral density of the
error term in (11) assuming that the information data sequences{a

(u)
k } are sequences ofi.i.d. random variables with

E[a
(u)
k ] = 0 andE

[∣∣∣a(u)k

∣∣∣
2
]
= 1. Defining the error function ase(f) =

(
VmB (f)− S

(1)
mB (f)

)
in (11) assuming that

∑
i αi,m(f) = rect(fT ) we get

Cm(f) = E
[
|e (f)|

2
]
= Ls

U∑

u=2

∣∣∣β(u)
mB(f)

∣∣∣
2

+ ηoutmB
(f) (14)

whereLs correspond to the number of symbols existing in one burst. The quantityE
[
|e (f)|

2
]

is the Mean Square Error

to be minimized.
The objective and design criteria for the canceller is to minimize the overall disturbance (MAI+noise) subject to the

condition thatS(1)(f) is not distorted. Therefore if for each frequencyf and output bandm we minimize the power
spectral density of the disturbance, then the overall poweris minimised and can be expressed as

Cm(f) =
∣∣∣G(1)

mB(f)
∣∣∣
2


Ls

U∑

u=2

∣∣∣∣∣

I∑

i=−I

(
αi,m

G
(u)
iB (f)

G
(1)
iB (f)

)∣∣∣∣∣

2

+

I∑

i=−I


|αi,m(f)|

2 ηiniB
(f)

∣∣∣G(1)
iB (f)

∣∣∣
2





 (15)

This is equivalent to minimising the terms inside the rectangular brackets in (15) and consequently the optimum values
of αi,m are identical for eachm, that isα̂i,m = α̂i ∀m. Under these conditions we get





{α̂i(f)} = arg min
{αi,m(f)}

[Fm(f)]

I∑
i=−I

αi,m(f) = rect(fT )
(16)

whereFm(f) = Cm(f)∣∣G(1)
mB

(f)
∣∣2 .

Let us consider (16) for a particularf , where for simplicity of notation we drop the frequency variable in the different
functions and the subscriptm in the variablesαi,m.

The functionF in (16) can be represented by the Hermitian form

F ({αi}) = α
H
He α (17)

The matrixHe is the Hessian Matrix (AppendixA) andα = [αi]i∈{−I,...,I}.

The optimum weights{αi} are found by the minimum ofF with the restriction
I∑

i=−I

αi(f) = 1. Applying the

method of Lagrange multipliers the minimum ofF is found at

α = He
−1

ϕ (18)

whereϕ is a2I + 1x1 vector with equal elements given by1
/ 2I+1∑

l=1

2I+1∑
c=1

He−1
l,c being He−1

l,c the element of linelth and

columncth of the inverse of the Hessian.
The Hessian matrix is Hermitian definite positive (AppendixA) and it can be inverted through the Cholesky decom-

position.

3.2 Multi-rate Generalization

Let us consider now the case of users with different spreading factors, which is of interest for UMTS-TDD. This standard
was designed to accommodate multiple symbol rates by using different spreading factors. In the standard the spreading
code is defined as the product between the channelization andthe scrambling code. The channelisation code is used
to spread a data symbol, whilst the scrambling code lasts forQmax chips or duringQmax

Q symbols whereQ is the
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spreading factor. Then to construct the spreading code, thechannelization code must be repeatedQmax

Q and multiplied
by the scrambling code. The spreading code extends for more than one symbol whenQ 6= Qmax.

The extension of the canceller to multi-rate can be easily performed by considering that a DS signal with spreading
factorQ = Qmax

Z can be decomposed as the sum ofZ signals with spreading factorQmax, whereZ is a divisor of
Qmax, and since in commercial systems as UMTS-TDD,Qmax is a power of two, thenZ can be any power of2 lower
thanQmax.

The time domain representation of an information sequence using a spreading factor ofQ is given by then

s(t) =

Qmax
Q

−1∑

l=0

∑

k

alkgl

(
t− Qmax

Q kT
)

(19)

where{alk} are the sequences of information symbols,1
T the symbol rate andgl(t) the components of signature wave-

form. The components of the signature waveform at the receiver are given by

gl(t) =

Qmax−1∑

q=0

clqp(t− qTc) ∗ h(t) (20)

wherep(t) is the normalized elementary pulse,h(t) is a linear filter and{clq}
Qmax−1

q=0
is given by

{clq}
Qmax−1

q=0
=
(
0, ......., 0
←−−−−→
Ql zeros

, c̃Ql, .....,c̃Q(l+1)−1, 0, ......., 0
←−−−−→

Qmax−Q(l+1)
zeros

)
(21)

where{c̃q}
Qmax−1

h=0
is the spreading sequence.

The composite signal at the receiver is given by

r(t) =

U∑

u=1

Qmax
Qu

−1∑

l=0

∑

k

al,uk g
(u)
l

(
t− Qmax

Qu
kT
)
+ n(t) (22)

whereQu is the spreading factor of useru, and therefore assuming the information data sequences foreach user consist
of i.i.d. random variables, the signal of (22) can be interpreted as a composite signal consisting ofZU =

∑U
u=1

Qmax

Qu

DS-SS signals all of them with spreading factor ofQmax. Therefore the canceller will operate as the single rate case for
a total ofZU users whereZU ≤ Qmax.

4 Application of the Canceller to UMTS-TDD

To evaluate the canceller performance a simulation chain was implemented. Consisting of transmitters compliant with
3GPP specs of UMTS-TDD [15], a channel block and a multiuser receiver that can take several configurations. The
processing is made in burst by burst basis and in the discretedomain. The channel parameters are assumed to be
constant within each burst and assumed to be known.

The discrete impulse response of the channel for each burst is given by

w(u,a)(n) =

L∑

l′=1

αu,l′ ,aγ
(
θu,l′ ; a

)
δkr

(
n− τu,l′ ,a

)
(23)

whereαu,l′ ,a is the complex amplitude of the tap,τu,l′ ,a is the delay of the tap in samples,δkr is the Kroneker impulse
andγ(θu,l′ ; a) is in case of beamforming a complex amplitude of unitary modulus and phase dependent of the angle of

arrival of the tapθu,l′ , on the geometry and antenna element of the array (24). The variableu is the index of the user,l
′

the index of the tap anda the index of the antenna. In beamforming configuration we drop the dependency on antennaa
in αu,l′ ,a andτu,l′ ,a because those parameters are equal in all antennas for the same user and tap. In the configurations
with beamforming, the receptor sensor is a circular array offour antennas with0.45λ spacing between elements (with
0.5λ arc between elements). In that case [16]

γ
(
θu,l′ ; a

)
= e

−j 2π
λ

Rccos
(
θ
u,l

′−
2π(a−1)

A

)
(24)

whereA is the number of elements of the array,a ∈ {1, ..., A} is the index of the antenna,Rc is the radius of the antenna
andλ is the wavelength. In space diversity, the antennas are spaced sufficiently apart that the channel of each other are
uncorrelated. In that caseγ(θu,l′ ; a) = 1.
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︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
Maximum Ratio Shift(delay)-Combining Freq. Shift Canceller

Root

Root

Raised

Raised

Cosine

Cosine

Block Block
FrequencyFrequency
AverageAverage

FSC Matched
Filter IFFT
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Figure 2: Configuration MaxRat-ShiftComb-FSC with multiple antennas and beam-
forming.
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Figure 3: Configuration MaxRat-ShiftComb-FSC with multiple antennas and spatial
diversity.

The corresponding channel frequency response is

W (u,a)(n) =

L∑

l′=1

αu,l′ ,ae
−j2πτ

u,l
′
,a
n/M

γ
(
θu,l′ ; a

)
=

L∑

l′=1

αu,l′ ,aψ
(
τu,l′ ,a;n

)
γ
(
θu,l′ ; a

)
(25)

whereM is the number of points of the FFT.
The channel model used in this work was the Geometrical BasedSingle Bounce Elliptical Model (GBSBEM) pro-

posed by Liberti [17]. This model was developed for microcell and picocell environments. The propagation channel
is characterized by one line of sight (LOS) tap andL − 1 taps for each user arriving from remote reflectors located
randomly within an ellipsis where the base station and the mobile unit are at the foci.

The delay of each tap including the LOS tap is a random variable characterized by a probability density function
whose expression can be found in [17]. After evaluating the delays of the taps, all LOS taps delays of all users are
synchronized and the others shifted accordingly. The phaseof the tap is uniformly distributed in[0, 2π[. The amplitude
of the tap is obtained from a constant, dependent of the distance followed by the tap (it is proportional to1/dpli wheredi
is the distance andpl is the pathloss exponent) and normalized (such that the sum of the power of all taps of that user is
equal to one; in case of spatial diversity is equal to the number of antennas instead of one) times a random variable with

6



Detector
with
FSC

PIC-2D RAKE-2D

UUU

A

Figure 4: Receiver including FSC plus PIC-2D.

Table 1: Configurations simulated

Operation Order
Name Unit 1 Unit 2 Unit 3 Unit 4

MaxRat-ShiftComb-FSC Maximum Ratio Shift(delay)-Combining Freq. Shift Canceller
MaxRat-FSC-ShiftComb Maximum Ratio Freq. Shift CancellerShift(delay)-Combining
FSC-MaxRat-ShiftComb Freq. Shift Canceller Maximum Ratio Shift(delay)-Combining

MaxRat-ShiftComb-FSC+PIC Maximum Ratio Shift(delay)-Combining Freq. Shift Canceller PIC
MaxRat-FSC-ShiftComb+PIC Maximum Ratio Freq. Shift Canceller Shift(delay)-Combining PIC
FSC-MaxRat-ShiftComb+PIC Freq. Shift Canceller Maximum Ratio Shift(delay)-Combining PIC
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Figure 5: Single Antenna, UMTS-TDD System

Rayleigh distribution. The complex amplitude (amplitude and phase of the tap) is Doppler filtered.
In this model the angle of arrival (AOA) of the LOS tap of each user is fixed for one simulation and the angles of

the other taps are random variables with mean equal to the AOAof LOS tap and a distribution given by [17]. Figures2
and esquema2 each present a configuration including the FSC with beamforming and spatial diversity respectively. All
other configurations presented in Table1 are obtained by reordering the macro-blocks: Maximum Ratio, Shift(delay)-
Combining and Frequency Shift Canceller

All configurations reduce to the RAKE-2D when the FSC operation is removed. In figures2 and 3 the Block
Frequency Average corresponds to a downsampling in time domain. The first downsampling factor is equal to the
number of samples per chip, as the second downsampling aims to provide one sample per symbol and is thus equal to
Qmax. So the length of the IFFT performed at the end of the chain is smaller than the FFT performed at the beginning.
The transfer function of the matched filter is given byFFT [o (∆− n)] [18] whereo (n) is the user spreading code
(discrete). The constant∆ is such thato (∆− n) is causal. The functionsψ(τu,l′ ;n) andψ(τu,l′ ,a;n) in Figures2 and
3 respectively corresponds to a delay of−τu,l′ and−τu,l′ ,a in the time domain (Table1).

Following (20) the FSC requires as parameters the discrete version of the linear response of the link up to its input,
that is the concatenation of the channel impulse response, the root raised cosine filter and the blocks Maximum Ratio,
Shift(delay)-Combining. For example for the configurationof Fig. 3 we get

h(b,u)(n) =

A∑

a=1

F∑

f=1

L∑

l′=1

αu,l′ ,aαb,f,aδkr

(
n− τu,l′ ,a + τb,f,a

)
∗ Irrc(n) (26)
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Table 2: Simulation parameters settings

Redundant Bands 18
Number of Taps (per user and antenna) 2
Velocity 50 Km/h
Path Loss Exponent 3.7
Maximum Delay Spread 2.0µs
Number of samples per chip 4
Line of Sight Distance 300m
Number of Array Elements 4
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Figure 6: Beamforming, Circular Array, four antennas
(A), UMTS-TDD System
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Figure 7: Spatial Diversity, four antennas (A), UMTS-
TDD System

whereb could take the valuesb ∈ {1, . . . , U} representing each input burst in the FSC corresponding to each user to be
recovered. Each burst have also signal components of all users. Each user in each burst is represented byu ∈ {1, . . . , U}.
The letterL represents the number of taps of the transmission channel (for each user and antenna) andF represents the
number of fingers of Maximum Ratio and Shift(delay)-Combining blocks (for each antenna and burst). In figure3
F = L. The Irrc(n) function is the impulse response of the root raised cosine. The discrete fourier transform of
h(b,u)(n) is straight forward to calculate.

For configuration of figure3 the power spectral density of the noise is given

η
(b)
in =

A∑

a=1

∣∣∣W (b,a) (n)
∣∣∣
2

|RRC (n)|
2
η(a) (n) (27)

whereη(a)(n) is the power spectral density of noise in each antenna,RRC(n) is the frequency domain root raised cosine
andW (b,a) (n) is defined in (25). For the other cases the expressions equivalents to (26) and (27) can be easily derived.

The other detector configurations to be evaluated are the detectors with FSC concatenated with a single stage hard
2D-PIC (fig.4). The reference configurations are the conventional 2D-RAKE and the conventional single stage 2D-PIC.

5 Simulation Results

In this section some numerical results are presented illustrating the performance of the proposed detector configurations
with UMTS-TDD system and with time misalignment system. Thesimulations, whose results are presented in Figures
5, 6 and7 were made with the parameters shown in Table2 and considering the following scenario

• Number of users equal to eight, of which four use a spreadingfactor of 16, two a spreading factor of 8 and two a
spreading factor of 4. This corresponds to a fully loaded system.

• The power assigned to each user is such that the Energy per Bit over the Spectral Density of Noise (Eb

N0
) is identical

for all and therefore the power assigned to the users with spreading factor of eight and four is respectively 3 db
and 6 db above the power assigned to the user with spreading factor of 16.
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Figure 8: Single Antenna with time misalignment system
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Figure 9: Beamforming, Circular Array, four antennas
(A) with time misalignment system
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Figure 10: Spatial Diversity, four antennas (A) with time
misalignment system

The results presented are only for the users with a spreadingfactor equal to 16. For the users with spreading factor of
four the performance is slightly worst due interpath interference. The results of Fig.6 and7 are presented in terms of the
normalizedEb

No
in dB, which is defined as the actual power efficiency minus thediversity antenna array gain10log10A

whereA is the number of array elements. This is done to ensure that the algorithm is compared on a fair basis and to
be able to separate the performance gains due to the algorithm and configuration from the gains due to the existence of
diversity only.

For the single antenna case, all configurations exhibit the same performance. For the case of multi-element array the
performance differs according to the relative positions ofthe Shift(delay)-Combining and FSC. Then the configurations
FSC-MaxRat-ShiftComb and MaxRatFSC-ShiftComb have the same performance. Although the configuration MaxRat-
ShiftComb-FSC gives the worst performance, in terms of complexity this configuration only needs 1/A the amount of
matrix inversions in relation to the FSC-MaxRat-ShiftCombconfiguration (A is the number of antennas).

From Fig. 5, 6 and7 we observe that either for the cases of beamforming or diversity, the use of the FSC provides
considerable gains relatively to the 2D-RAKE and namely eliminates the bit error rate (BER) floor.

For the single antenna case the use of the FSC outperforms thePIC for moderate to high values ofEb

No
. The same

behavior is observed with multiple antennas but for higher values ofEb

No
(not shown in the plots of Fig.6 e 7).

The use of the FSC with multiple antennas leads to gains compared to the single antenna case a 1.5 dB gain for a
uncoded BER of10−2 for the beamforming case, and up to 6 db for the diversity case.

The concatenation of the FSC and 2D-PIC detector nearly eliminates all the interference and the performance ob-
served is almost coincident with the single-user 2D-RAKE performance.

In figures8, 9 and10 are presented the simulation results for system with time misalignment. In relation to syn-
chronous system (UMTS-TDD), the channel profile for each user and burst suffers a delay with a uniform distribution
from 0 to 1µs.
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As expected the results are worst than in UMTS-TDD system, but for multi-antenna scenario the performance ap-
proaches the 2D-RAKE single-user case.

6 Conclusions

In this paper we proposed a frequency domain, linear multiuser canceller able to operate with multi-rate signals. The
canceller takes advantage of the frequency redundancy inherent in DS-SS signals, and the multi-rate extension was done
by verifying that with UMTS-TDD like systems a signal with spreading factor which is a submultiple of the maximum
spreading factor can be decomposed in several DS-SS signalseach one with maximum spreading factor.

The performance of the canceller was evaluated for several configurations, either as a stand alone unit or concatenated
with a PIC. The results have shown considerable improvements relatively to the 2D-RAKE, and with the application
of multiple antennas in diversity case a considerable performance improvements was achieved. Furthermore when
concatenated with a 2D-PIC, the performance achieved for both beamforming and diversity case is very close to the
single-user bound and thus the FSC turns out to be a feasible candidate for interference cancellation and as a mean to
provide clean signals to a low complexity PIC that can removeall the interference.
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A Computation of the Gradient and Hessian

The function to be minimized in (16) is

F
(
{αi}i∈{−I,...,I}

)
= Ls

U∑

u=2

∣∣∣∣∣

I∑

i=−I

(
αi
G

(u)
iB

G
(1)
iB

)∣∣∣∣∣

2

+
I∑

i=−I


|αi|

2 ηiniB∣∣∣G(1)
iB

∣∣∣
2


 (28)

Assume the following complex constant and positive real constant

Zu
i =

G
(u)
iB

G
(1)
iB

(29)

Xi =
ηiniB∣∣∣G(1)

iB

∣∣∣
2 (30)

Given a complex functionP then|P |2 = PP (It could be identified such functions in (28)) then by inspection of
(28) F is a real function dependent on the complex variables{αi} and{αi}. In this type of functions the stationary
points could be taken by the gradient in relation to{αi} or {αi} [19]. The gradient in relation to{αi} is preferable
because the resultant gradient is dependant on the variablesαi.

It is given the following formula∂K({zi,zi}i)
∂zk

= 1
2

[
∂K
∂xk

+ j ∂K
∂yk

]
wherezk = xk + jyk [19] andK is a real function

of complex variables.
Each element of the gradient vector is

∂F
(
{αi}i∈{−I,...,I}

)

∂αk
= Ls

U∑

u=2

(
Zu
k

I∑

i=−I

(Zu
i αi)

)
+ αkXk (31)

where the gradient vector is∇F
(
{αi}i∈{−I,...,I}

)
=

[
∂F({αi}i∈{−I,...,I})

∂αk

]

k∈{−I,...,I}

.

The Hessian Matrix is given by

He =

[
∂F
(
{αi}i∈{−I,...,I}

)

∂αc∂αk

]

k∈{−I,...,I},c∈{−I,...,I}

(32)
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The coefficients of the Hessian Matrix are

∂F
(
{αi}i∈{−I,...,I}

)

∂αc∂αk
= Ls

U∑

u=2

Zu
c Z

u
k +Xk c = k (33)

and

∂F
(
{αi}i∈{−I,...,I}

)

∂αc∂αk
= Ls

U∑

u=2

Zu
c Z

u
k c 6= k (34)

The proof that the Hessian is positive definite is implied by the definition of Matrix positive definite. Then given the
vector,x = [x−I , . . . , x0, . . . , xI ]

T the following inequality is always true forx ∈ C
2I+1/0

[
x
H [He]x

]
= Ls

U∑

u=2

∣∣∣∣∣

I∑

k=−I

xkZ
u
k

∣∣∣∣∣

2

+

I∑

k=−I

Xk |xk|
2
> 0 (35)

when the superscriptH means transpose-conjugate. Then the matrixHe is Hermitian definite positive and can be inverted
by Cholesky decomposition. The Hessian matrix is Hermitiandefinite positive in all the domain of{αi} and therefore
the functionF is strictly convex [20]. By the same process can be proved that the Hessian matrix ofthe function F with

the restriction
I∑

i=−I

αi(f) = 1 (we proved only forF ) is strict convex, and the minimum at (18) is global.
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